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1. Executive Summary

The State of New Jersey (State) has faced massive property damage and loss of life due to the
impact of Superstorm Sandy. The Department of Community Affairs (DCA) has been designated
the lead agency for implementing an Action Plan to assist State residents and businesses in their
recovery efforts in the aftermath of the storm. The State’'s action plan will be funded through
Community Development Block Grants (CDBG) funding from the US Housing and Urban
Development Agency (HUD).

The CGI Team (Team CGlI) is privileged to be NJDCA Satisfaction with CGI

invited to provide this proposal to the State for N3IDCA quote from CGI's February 2013 CSAP survey
the Sandy Integrated Recovery Operations and regarding CGI’s commitment to NJDCA: “CGI’s
Management System (SIROMS) initiative. dedication to ensuring the final product meets DCA
SIROMS will provide a comprehensive back- SPecificationsis commendable.”

office technology platform that will help enable the State to effectively and efficiently implement
the Action Plan, manage the flow of CDBG-DR funds and provide the tracking and oversight
necessary as per CDBG-DR requirements.

CGl is distinctly qualified to support DCA on this important initiative for the following reasons:

Figure 1-1. Team CGI offers the right solution to the state for meeting SIROMS objectives.

Experience

Supporting Disaster Relief (DR) operations requires a unique combination of experience and
skills. Team CGI brings in-depth experience providing DR support using CDBG-DR funds in the
following States:
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State Team CGI Experience Contract Value
Louisiana | 5 years of DR operations support in the aftermath of Hurricanes Katrina, $86M
Gustav and Ike
Mississippi | 5 years of CDBG-DR program support in the aftermath of Hurricane Katrina $155M
Texas 1 year of CDBG-DR program support $34.5M

In addition, Team CGI has many years of experience supporting large government programs like
HUD Section 8, Troubled Asset Relief Program (TARP), Medicare and Medicaid and Workforce
Investment Act (WIA). Our experience sets us apart from our competition. It enables us to bring
highly qualified staff and targeted software solutions that can be deployed in a timely manner to
enable DCA to provide assistance to the residents and businesses of New Jersey.

Solution
Our proposed SIROMS solution is comprised of the following key components:

= The industry leading Metastorm Business Process Management (BPM) solution,

= A Data warehouse and Reporting platform using SAP Business Objects, which is the
standard platform in the State,

CGI’scloud based integration engine that enables the state to achieve seamless integration
across multiple systems

A fully managed and secure government cloud based infrastructure in which the above
solution will be hosted for the State

= A help desk for State users to receive infrastructure and application support

Our solution set has been architected to allow us to reuse software components from the
Louisiana Road Home initiative. CGI’s technical expertise is complemented by strong business
domain expertise in the areas of DR and CDBG-DR processes. Our business experts will work
closely with the State to validate that the technical solution is designed to help the State achieve
the desired outcomes for the recovery effort. SIROMS is a large and complex project that
requires rigorous management discipline and governance to make sure that project objectives are
met. Team CGI led by Mr. Nawfel Elalami will deploy its proven Client Partnership
Management Framework (CPMF) to provide the right level of oversight and client collaboration
necessary to achieve success.

Team

Considering the complex nature of the SIROMS initiative, CGI has teamed with a group of
highly successful organizations that have the right skills and experience to support the State on
the SIROMS initiative. Our team is made up of the following organizations:

CGl: Prime Contractor

As prime contractor, CGI will provide and be responsible for overall project execution,
management oversight and technical solution components. All the technical solution
components will be hosted in CGI’'s secure cloud computing environment. CGI has been
working with the State of Louisiana on the Road Home project, an initiative similar to the
SIROMS initiative.
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Horne, LLP: Subcontractor

Horne, LLP is a financial services firm specializing in CDBG-DR related business services.
Horne will be providing subject matter expertise and financial services necessary as part of
the SIROMS program. Horne has been supporting the States of Texas and Mississippi with
CDBG-DR services and has extensive experience in CDBG-DR regulations and business
processes. Horne will work with CGI to confirm that the SIROMS program is designed to
achieve program integrity, transparency and audit compliance.

Blue Streak Technologies: Subcontractor

Blue Streak Technologies (Blue Streak) is a small business concern that specializes in the
Metastorm BPM technology suite. Blue Streak is currently a CGI subcontractor on the LA
Road Home project and will support CGI with Metastorm expertise on the SIROMS project.

GCR Inc.: Subcontractor

GCRis a IT consulting firm that specializes in Geospatial systems and data analytics. GCR is
a subcontractor to CGI on the LA Road Home project. GCR has been working with the State
of New Jersey on the recovery initiatives associated with Superstorm Sandy. GCR has also
built the RebuildLA.gov website in partnership with CGI. GCR will provide GIS and data.

Organizational Strength

CGl, with its parent organization, is one of the largest IT and business consulting companies
in the world with over 72,000 employees and $10B in annual revenues. We offer the full
spectrum of services that are required for the SIROMS initiative and have the size, scale and
depth necessary to undertake, manage and deliver large and complex engagements. Along
with our team members, we are confident that Team CGI offers the highest quality, lowest
risk, and best value to NJDCA for the SIROMS initiative.

Track Record with the State

CGI has been a partner to the State of New Jersey for over 15 years. Over these 15 years, we
have been very successful in undertaking and delivering large initiatives to New Jersey
Department of Community Affairs (DCA), New Jersey Department of Environmental Protection
(NJDEP), New Jersey Department of Transportation (DOT), New Jersey Office of IT (OIT), and
other state agencies. The State has been a highly satisfied client and our high Customer
Satisfaction Scores (CSAP) have consistently reflected the value we have been delivering to the
State.

Approach to Delivery

We will deliver the SIROMS solution to the State using our methodology described in the
subsequent sections of this proposal. A high-level summary of the initial set of project tasks is
summarized below:

= One week after contract signature, we will present a Gap Solution for the State to enable
recovery operations to commence without having to wait for the full infrastructure to be built

= 15 days after contract signature, we will present a project plan to the State that details the
overall project schedule for SIROMS with a specific focus on the tasks to be completed in
the next 90 days.
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= 45 days after contract signature, we will have the secure cloud infrastructure provisioned, the
BPM solution installed, a Data warehouse solution installed and the integration engine
installed.

= 45 days after contract signature, we will have “ out-of-the-box” reusable components from the
LA Road Home project installed in the secure cloud environment.

Management Approach

Team CGI will work closely with the State to manage the SIROMS engagement such that project
objectives are achieved through effective and efficient use of project resources. In the first year
after contract signature, we anticipate working with the State in a highly dynamic environment
that requires a high-volume of work to be delivered to meet the needs of citizens and businesses.
CGI will work closely with the State to determine Level of Effort (LoE) for each project need,
prioritize each need and assign staff to complete the high priority needs first followed by lower
priority needs.

Our project team will be led by Nawfel Elalami, who has managed CGI’ s portfolio of servicesin
the State of New Jersey for the past 5 years. Nawfel will be supported by an experienced and
qualified team of managers, subject matter experts and technologists who will work under
Nawfel’s overall direction to deliver SIROMS to the State.

Throughout the process, we will work in tandem with the State project manager and the State
contract manager to meet the contractual obligations for the SIROMS project. We will present
weekly status reports that provide detailed project information to the State. We will conduct
weekly calls with the State team to keep them apprised of project issues and upcoming
milestones. We will manage our services in accordance with the service level agreement (SLA)
specified in the RFQ and final contract.

In summary, Team CGI provides the best combination of qualifications, experience and track
record that together offer the lowest risk, highest quality and best value to the State.
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2. Forms, Registrations and Certifications (Section 4.2.1)

2.1 MacBride Principles Certification
CGl has provided the MacBride Principles Certification form in Appendix A.

2.2 Non-Collusion
CGl certifies the following:

a. The price(s) and amount of its Quotation have been arrived at independently and without
consultation, communication or agreement with any other Contractor, Bidder, or potential
Bidder.

b. Neither the price(s) nor the amount of its Quotation, and neither the approximate price(s) nor
approximate amount of this Quotation, have been disclosed to any other firm or person who
is a Bidder or potential Bidder, and they shall not be disclosed before the Quotation
submission.

c. No attempt has been made or shall be made to induce any firm or person to refrain from
bidding on this contract, or to submit a Quotation higher than this Quotation, or to submit any
intentionally high or noncompetitive Quotation or other form of complementary Quotation.

d. The Quotation of the firm is made in good faith and not pursuant to any agreement or
discussion with, or inducement from to submit a complementary or other noncompetitive
Quotation.

e. The Bidder, its affiliates, subsidiaries, officers, directors, and employees are not currently
under investigation by any governmental agency and have not in the last four (4) years been
convicted or found liable for any act prohibited by State or federal law in any jurisdiction,
involving conspiracy or collusion with respect to bidding on any public contract.

2.3 New Jersey Business Ethics Guide Certification

CGl certifies that we have read the New Jersey Business Ethics Guide, understand its provisions
and are in compliance with its provisions.

2.4 Ownership Disclosure Form

CGl has provided the Ownership Disclosure Form in Appendix A.

2.5 Certification of Non-Involvement in Prohibited Activities in
Iran

Pursuant to N.J.S.A. 52:32-58, CGI certifies that neither CGI, nor one of its parents, subsidiaries,
and/or affiliates (as defined in N.J.S.A. 52:32-56(e)(3)), is listed on the Department of the
Treasury’s List of Persons or Entities Engaging in Prohibited Investment Activities in Iran and
that neither is involved in any of the investment activities set forth in N.J.S.A. 52:32-56(f).

2.6 Disclosure of Investigations and Actions Involving Bidder

CGI has provided the Disclosure of Investigations and Actions Involving Bidder form in
Appendix A.

May 14, 2013 — Presented to New Jersey Department of Community Affairs 2-5
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2.7 Subcontractor Utilization Plan
CGl has provided the Subcontractor Utilization Plan form in Appendix A.

2.8 Small Business Subcontracting Set-Aside Contracts

CGI will make good faith efforts to provide subcontracting opportunities to the following
preferential subcontractor types: Small Businesses meeting the following definition specified in
the RFQ

Definitions:
Small business means a business that:

= is independently owned and operated

= isincorporated or registered in and has its principal place of business located in the State of
New Jersey.

= has 100 or fewer full-time employees
= has gross revenues falling in one of the following three categories:

- 0to $500,000 (Category I);
— $500,001 to $5,000,000 (Category 11);

— $5,000,001 to $12,000,000, or the applicable federal revenue standards established at 13
CFR 121.201, whichever is higher (Category I11);

It is important to emphasize that due to the level of expertise and experience necessary to
perform the tasks outlined in the Scope of Work, subcontracting is not always possible. A large
portion of the scope of work identified in this contract is specialized in nature which CGI is
proposing to deliver using its existing workforce and infrastructure supplemented by 2
subcontractors that have significant experience in delivering such services. Our subcontractors
are

= Blue Streak Technologies, a small business, and,
= Horne, LLP, a large business
= GCR, Inc., a large business

CGl has obtained consent from Blue Streak Technologies to use their name in its response to the
SIROMS RFQ.

If the State of New Jersey (State) awards CGI the SIROMS contract, CGI makes the following
commitments:

= Request list of eligible small businesses from the New Jersey Department of Revenue, Small
Business Enterprise Unit and work with the State to identify small businesses that have the
ability to offer services and solutions required as part of the SIROMS contract

= Meet with the representatives of the identified small businesses to make them aware of
potential subcontract opportunities

= Provide the small businesses with information about the types of services and solutions
required for the SIROMS project

= Invite small businesses to submit prices and information pertaining to the required services

May 14, 2013 — Presented to New Jersey Department of Community Affairs 2-6
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= Engage with small business on subcontracts as opportunities emerge

= Maintain asmall business register that keeps track of CGI’ s efforts to achieve set-aside
subcontracting goals

If, during the period of contract performance, additional work is added to this project, CGI will
make reasonable efforts to utilize its small business partners in performing this additional work.

The RFQ asks vendors to provide hourly rates for labor categories and pricing for software
components. The estimate of hours provided in the RFQ is a ceiling. Based on the information
available in the RFQ, CGI anticipates that, as of this date, we will be able to provide subcontract
opportunities worth USD $800,000 to Blue Streak and $2,000,000 to Horne, LLP over the 2 year
contract term. These subcontract amounts are dependent on the nature of tasks awarded to CGI
by the State as part of the SIROMS contract. If the scope of work under this contract changes, it
is possible that CGI’s subcontracting plan will undergo a corresponding change. If, during the
period of contract performance, additional work is added to this project, CGI will make
reasonable efforts to utilize its small business partners in performing this additional work.

Description of the efforts CGI will make to offer small business concerns an equitable
opportunity to compete for subcontracts:

It is CGI’s policy that small business concerns will have an equitable opportunity to compete for,
and perform efforts under, this contract. The CGI SIROMS Program Manager will implement
management procedures to systematically consider qualified small business partners during any
staffing considerations as this effort progresses. If any additional work is added to this contract
during the period of performance, a good faith effort will be made to identify opportunities for
the inclusion of preferential small businesses while executing this additional work.

The CGI Program Manager’s responsibilities include (1) maintaining contact with small
businesses and trade associations, (2) making good faith efforts to attend preferential
procurement conferences and trade fairs including those sponsored by federal, state and local
governments, (3) distribution to small businesses of opportunities under consideration by CGl;
(4) sponsorship of Small Business Breakfasts where CGI learns about the small businesses and
opportunities are shared.

2.9 HUD Section 3 Program Compliance
CGI Federal
HUD Section 3 PLAN
DATED: May 14, 2013
Agency: New Jersey Department of Treasury, New Jersey Department of Community Affairs

Solicitation Number: RFQ776799S for Sandy Integrated Recovery Operations and
Management System (SIROMS)

Contract Number: TBD

While not a Section 3 Business Concern, CGI recognizes the value of Section 3 HUD
requirements and is committed to creating sustainable employment and economic opportunities
for New Jersey’s residents. It is important to emphasize that due to the level of expertise and

May 14, 2013 — Presented to New Jersey Department of Community Affairs 2-7
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experience necessary to perform the tasks outlined in the RFQ, Section 3 involvement is not
always possible. CGl is open to examining the qualifications of Section 3 residents appearing on
lists maintained by the State and reserves the right to determine whether a Section 3 resident
would be an appropriate addition to the team based on the scope outlined in each task order, cost
effectiveness, and level of experience necessary to complete the work.

If the opportunity presents itself during the course of this contract, CGI will contact a State
representative directly to discuss anticipated employment needs and ask that the representative
evaluate if CGI’ s needs could be met based on the current Section 3 database.

We would like to stress that CGI’ s consulting staff are employees of CGI. This sets us apart from
the competition as we provide permanent full-time employment, paying a living wage with
benefits including health insurance, retirement programs, holiday pay, vacations, and tuition
reimbursement.

CGl is familiar with HUD Section 3 hiring, compliance and reporting requirements. CGI
employs an in-house Section 3 Manager whose primary responsibility is to collaborate with
Housing Authority Section 3 Coordinators to facilitate the identification of potential Section 3
candidates for employment and training opportunities. An additional responsibility includes
Section 3 reporting to the PHA to document best efforts in meeting Section 3 goals.

Our commitment to hiring Section 3 candidates is evidenced by our hiring efforts with our
current Oakland Housing Authority Back-Office contract: we interviewed 6 candidates, and were
successful in hiring 1 candidate of the 2 that were offered positions. As a result of this individual
securing employment with CGI and subsequent and economic independence, she has since
voluntarily terminated her HCVP voucher so that another family could be admitted to the
program.

Upon execution of the contract, our Human Resources staff will work with the State to identify
any resident-owned businesses with applicable services that can be considered as members of the
CGI team. If such businesses have appropriately qualified resources, CGI will work in good faith
to enter into an appropriate subcontract agreement and subcontract out applicable services. CGl
is committed to hiring Section 3 candidates and will interview those that meet our qualifications
for open positions.

In the event that CGI cannot subcontract to resident-owned businesses, our Human Resources
staff will begin an employment search to find residents who will join the CGI team. CGI will
publicize the availability of positions and conduct outreach to Section 3 residents through
various means including:

= Publicizing the availability of positions identifying the types of positions available, the
commensurate CGI wages and benefits, and where to obtain additional information by

— posting notices in common areas or other prominent areas

— Contacting resident councils or other resident organizations, where they exist, requesting
assistance identifying candidates and Section 3 business concerns

— Contacting agencies administering HUD Youthbuild programs, and requesting their
assistance in recruiting participants

May 14, 2013 — Presented to New Jersey Department of Community Affairs 2-8
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= Arranging for a location in the housing development or developments where job applications
may be delivered to and collected by a recipient or contractor representative

= Sponsor and conduct a job fair for Section 3 residents which will encompass an overview of
CGl and our benefits package; an overview of the organizational structure for (proposed
services); and an overview of job descriptions, responsibilities and qualifications.

— We will also explain our application process and provide any assistance needed.
— Following the staff job fair, we will conduct interviews.

New Jersey Department of Community Affairs
RFQ No.: RFQ776799S

CGl been recognized by many industry groups as an excellent employer paying living wages and
it is our hope that New Jersey’s residents will find employment with CGI to be rewarding and
skill-enhancing. However CGI meets the requirements of Section 3, our team is committed to
expanding the opportunities available to New Jersey residents and other low-and very-low
income persons who are Section 3 eligible. We look forward to collaborating with the State using
your knowledge and experience to assist us in making this a key component of our project plan.

2.10Services Source Disclosure Certification Form
CGl has included the Services Disclosure Form in Appendix A.

Team CGI will perform the work associated with the SIROMS contract in one or more the
following locations
= CGI Offices at 11325 Random Hills Road, Fairfax, VA 22030

= New Jersey Department of Community Affairs Offices at 101 South Broad Street, Trenton,
NJ 08625

= Horne, LLP offices at 125 First Street, Grenada, MS 38901
= Blue Streak offices at 412 N. 4th Street, Suite 105, Baton Rouge, LA 70802
=  GCR Offices at 2021 Lakeshore Drive, Suite 500, New Orleans, LA 70122
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3. Technical Quotation (Section 4.2.3)

3.1 Management Overview

3.1.1 Solution Overview

Based on our understanding of the State’s requirements for the SIROMS system, Team CGI has
proposed a solution that will support the State and assist with the implementation of the Action
Plan to deliver disaster recovery services in a flexible, scalable and efficient manner. Our
solution, shown in Figure 3.1.1-1 is based on our experience delivering disaster recovery
services to other states, leveraging re-usable components from our prior implementations, as well
as software components specific to the State' s needs.

Figure 3.1.1-1. Solution Overview. Our solution for SIROMS builds on our experience with other disaster recovery
programs to help the State implement the Action Plan in a flexible, scalable and efficient manner.
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Our solution comprises the following functional and technical components:

CGI Cloud: CGI will provide a fully managed software infrastructure platform based in its
public sector cloud. The public sector cloud has been granted authority to operate by the U.S.
Federal Government and has the security and scalability required to accommodate the needs
of the SIROMS project. Our cloud solution is described in Section 3.1.7 of the proposal.

Business Process Management (BPM): We will use the industry leading OpenText
Metastorm BPM product for the SIROMS initiative. CGI has successfully used Metastorm
on the LA Road Home project to help the State of Louisiana administer disaster recovery
services. Metastorm facilitates rapid system design and development and allows us to re-use
specific software solutions from the LA Road Home project. Our BPM solution is described
in Section 3.1.4 of the proposal.

Data Warehouse: CGI will build a comprehensive data warehouse to support the reporting,
monitoring and compliance objectives for the SIROMS initiative. We will use the
combination of SAP Business Objects, SQL Server 2008 and CGI’ s Integration Engine to
build and support the data warehouse. Our Data warehouse solution is described in Section
3.1.5 of the proposal.

Business Intelligence Reporting: Our solution will use SAP Business Objects and Web
Intelligence to deliver data visualization, standard and ad hoc reporting for business
intelligence. Our Business Intelligence Reporting solution is described in Section 3.1.5 of the
proposal.

Geospatial (GIS) Integration: We will use the industry-leading ESRI ArcGIS server for
integration with GeoSpatial data and/or systems. We envision GIS integration as a need to
enable us to send data to transparency websites and other websites. Our GIS Integration
solution is described in Section 3.1.5 of the proposal.

Collaboration: We will use Microsoft SharePoint as the collaboration tool to support the
communication needs for the project. Based on our experience with the LA Road Home
project, we believe some software components from the LA Road Home project can be used
for SIROMS.

Document Management: We are proposing the OpenText Content Server as the document
management solution for SIROMS. Our solution integrates with the Metastorm BPM
solution and has a robust repository to manage image data.

SIROMS Integration Engine: We propose to use the cloud based CGI Integration Engine to
construct and implement interfaces and integration across disparate systems without the need
for tight coupling between systems. The RFQ specifies the use of technologies like
Enterprise Service Bus (ESB), XML and other modern integration techniques to achieve
systems integration. The CGI Integration Engine provides the right platform to establish
integration between SIROMS and external systems including State systems and third party
contractor systems. The engine also enables data to be sent to transparency portals. Our
integration solution is described in Section 3.1.6 of the proposal.

Help Desk: Team CGI will use the BMC Remedy system to manage the service/help desk
and ticketing process for the SIROMS contract. Remedy supports our ITIL-compliant
incident and problem management processes. CGI offers the Remedy help desk system as
part of its cloud offering. Our service/help desk solution is defined in Section 3.1.8.1 of the
proposal.
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In addition to the above described solution components, Team CGI uses the following technical
components to support the project:

= MS SQL Server 2008: provides the Database management underlying other components
such as the BPM and data warehouse.

= Microsoft Team Foundation Server: provides application software Version Control /
Configuration Management.

Achieving the SIROMS solution presented above requires structured management practices and
people with the right skills and experience, specifically:

= Contract Management: Team CGI’s services are governed through CGI’s Client
Partnership Management Framework (CPMF) under the guidance of our full-time program
manager, Mr. Nawfel Elalami. Our contract management approach is defined in detail in
Section 3.2 of the proposal.

= Professional Services: Drawing from our experience delivering CDBG-DR services to
governments, our expertise in IT services and our ability to mobilize the staff needed for
SIROMS, Team CGI provides the professional services and expertise necessary to the State
to achieve its program objectives. Our staff for SIROMS is comprised of subject matter
experts, financial experts, managers, technical architects, developers, analysts, infrastructure
specialists and other experts necessary to deliver the types of services necessary on the
SIROMS contract. Our staffing chart and organizational structure are described in Section 4
of the proposal.

SIROMS Task Order Delivery

Team CGI understands the urgency behind delivering much needed disaster relief to the citizens
of New Jersey. To that effect, the State requires the completion of a set of initially identified
SIROMS tasks that help establish the core infrastructure, processes and integration required for
ongoing operations. As part of identifying tasks, the State identified specific task milestones to
determine progress and capabilities toward delivering the Program.

Figure 3.1.1-2. SIROMS Task Milestone Schedule (below), presents the initial SIROMS
milestone tasks, along with the State’s expected completion date stated as “business days from
contract signature”. Team CGI based our SIROMS on delivering these tasks and milestones.
While team CGI recognizes the aggressive schedules associated with the initial SIROMS tasks, it
is important to note that many of the initial tasks may have predecessors and dependencies that
are outside of the scope of the SIROMS contract. Additionally, new tasks may be uncovered or
task priorities and schedules may change from the RFQ requirements.

Immediately after contract award, Team CGI will begin work with project stakeholders to
finalize a Program Management Plan (PMP). We validate the requirements for each of the initial
tasks, uncover any interdependencies and create a finalized PMP, which accurately and
completely identifies our approach to meeting the deliverables and tasks, dependencies,
organizational relationships, staff member responsibilities, and required tools. Our PMP also
contains the Integrated Master Schedule (IMS) and Task project schedules, quality assurance,
configuration management, and risk management plans. If Team CGI uncovers a risk associated
with the completion of any task, it will immediately notify the State Contract manager and
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present a risk mitigation plan to the State. Section 3.2.3 of the proposal describes in detail the
Task Order Management process that Team CGI will use to deliver SIROMS tasks.

In the following sections, Team CGI details our SIROMS solution that addresses the Task
milestones, and describes in detail how we meet the States requirements for a solution enabling
the State to track and disburse CDBG-DR funds to victims of Superstorm Sandy.
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Figure 3.1.1-2. SIROMS Task Milestone Schedule
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3.1.2

Functional Requirements (Section 3.2)

CGI’s solution for SIROMS is a full IT shared services platform, which helps the State deliver
disaster recovery services in a flexible, scalable, and efficient manner. The following sections
describe the functional, technical and management components of our solution. Figure 3.1.2-1
lists each functional requirement from Section 3.2 of the RFQ, and provides the proposal section
in which we describe the solution element satisfying the requirement.

RFQ Requirement

Proposal Section

3.2.3.1. Cloud Computing Business Process M anagement (“BPM”) System

3.2.3.1.1. stand-up a full IT shared services platform including professional services and IT operating
environment with application development, technical and business process support

3.2.3.1.2. deliver a BPM system

1. including all of the following components

3.1.4.1 Components in the BPM System

2. use industry standard techniques to exchange data

3.1.4.2 Industry Standard Techniques
3.1.6 System Integration / Interfaces

3. automated email notification capabilities

3.1.4.3 Automated E-mail Notification

4. capability to store the version history of documents

3.1.4.4 Version History of Documents

5. have an access control system that utilizes roles to control
access to fields, pages, and documents

3.1.4.5 Access Control System that Utilizes
Roles to Control Access to Fields, Pages, and
Documents

6. feed data to a public facing website(s) transparency
websites, internal and external dashboards

3.1.4.6 Feed Data

7. storedatain aformat similar to the State’s existing
systems

3.1.4.7 Store Data in a Format Similar to the
State's Existing Systems

8. provide a pre-configured helpdesk system for tracking
issues involving BPM system end-user issues to be
resolved by helpdesk staff

3.1.4.8 Provide a Pre-configures Helpdesk
System

9. maintain an IT service desk and incident management
process, compliant with Infrastructure Technology
Information Library (“ITIL")

3.1.8.1 IT Service Desk & Help Desk

10. provide a system for tracking issues identified by the State

for resolution by the Contractor

3.1.4.9 System for Tracking Issues Identified
by the State

3.2.3.2 IT Infrastructure

3.2.3.2.1. Provide a cloud-based system

3.1.7 Cloud Based Infrastructure

3.2.3.2.2. Procure, build, manage and operate such hardware,
software, licensing, and network(s) capacity

3.1.7 Cloud Based Infrastructure

3.2.3.2.3. Create an infrastructure for collaboration space and
file manage

3.1.7 Cloud Based Infrastructure

3.2.3.2.4. Establish, manage and maintain the following
images of the database

3.1.7 Cloud Based Infrastructure

3.2.3.2.5 The IT Infrastructure shall perform at service levels
as set forth in the Service Metrics Table

3.1.7.1 Architecture
3.2.4 Service Level Management

3.2.3.3 Data Warehouse Environment
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RFQ Requirement Proposal Section

3.2.3.3.1. Create and manage a data repository that is
compatible with the State’ s enterprise data warehouse
environment

3.1.5.1 Create and Manage a Data Repository

3.2.3.3.2. Provide Business Objects Cognos or the functional
equivalent

3.1.5.2 Business Objects Cognos or the
Functional Equivalent

3.2.3.3.3. Utilize a business intelligence tool such as SAP
Business Objects, Cognos

3.1.5.3 Utilize a Business Intelligence Tool

3.2.3.3.4. The State has a formal information architecture that
guides all information system initiatives that shall be followed
by the Contractor as applicable and directed by the State
Contract Manager

3.1.5.4 Formal Information Architecture
3.1.9 Application Management Methodology

3.2.3.4 Professional Services

3.2.3.4.1 the capacity to provide professional services

4 Organizational Support and Experience

3.2.3.4.2 develop and maintain a Project plan

3.2.1 Project Management

3.2.3.4.3 develop procedures and systems in place to track
level of effort (“LOE") and costs

3.1.9 Application Management Methodology

3.2.3.4.4 submit weekly progress reports

3.2.5 Documentation

3.2.3.4.5 provide the services of experienced Senior Business
Systems Consultants

4 Organizational Support and Experience

3.2.3.4.6 utilize system designs, workflows, and technology
from previous CDBG-DR programs

3.1.4 BPM System
3.2.1 Project Management

3.2.3.4.7 design the System to comply with CDBG-DR, State
financial practices, government accounting standards, and
program requirements

3.1.9 Application Management Methodology

3.2.3.4.8 develop a standard schema and methodology for data
exchange

3.1.5.4 Formal Information Architecture
3.1.6 System Integration / Interfaces

3.2.3.4.9 perform data entry during initial roll out

3.1.3 Gap Solution

3.2.3.4.10 plan for ongoing system support

3.1.8.4 Configuration Management

3.2.3.4.11 plan for and provide software upgrades

3.1.8.4 Configuration Management

3.2.3.4.12 provide standardized reports and ad hoc reporting
capabilities and data analytics

3.1.5 Data warehouse Environment

3.2.3.4.13 create user documentation and provide training

3.1.8.3 Training
3.2.5 Documentation

3.2.3.4.14 benchmark IT performance; Performance
management

3.1.9 Application Management Methodology
3.2.4 Service Level Management

3.2.3.5 IT Practices, Data Security, and Integrity

3.2.3.5.1. design the System to comply with Federal and New
Jersey laws

3.1.7 Cloud Based Infrastructure
3.1.7.3 Security

3.2.3.5.2. use industry standard best practices for data integrity

3.1.7.4 Disaster Recovery
3.1.7.5 Contingency Plan
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RFQ Requirement Proposal Section

3.2.3.5.3. use industry standard best practices for encryption
techniques

3.1.4.5 Access Control System that Utilizes
Roles to Control Access to Fields, Pages, and
Documents

3.1.7 Cloud Based Infrastructure

3.2.3.5.4. use industry standard best practices for operation of
data centers

3.1.7 Cloud Based Infrastructure

3.2.3.6 Functional Requirements

3.2.3.6.1 provide experienced business analysts skilled in the
full range of facilitation techniques

4 Organizational Support and Experience

3.2.3.6.2 provide timely response to ongoing program
requirements on short notice and rapid solutions development

3.1.9 Application Management Methodology
3.1.8.4 Configuration Management
3.2 Contract Management

3.2.3.6.3 implement the business and technical requirements
utilizing their Business Process Management system

3.1.9 Application Management Methodology
3.1.4.1 Components in the BPM System

3.2.3.6.4 work with the State to create business and technical
requirements and implement capabilities for resource tracking

3.1.4.1 Components in the BPM System
3.1.9 Application Management Methodology

3.2.3.6.5 work with the State to create business and technical
requirements and implement capabilities for tracking of
processes

3.1.4.1 Components in the BPM System
3.1.9 Application Management Methodology

3.2.3.6.6 work with the State to create business and technical
requirements and implement capabilities that allow for the
exchange of data

3.1.4.1 Components in the BPM System
3.1.9 Application Management Methodology

3.2.3.6.7 work with the State to modify business and technical
requirements, implementation capabilities, and change system
requirements

3.1.9 Application Management Methodology
3.1.8.4 Configuration Management

3.2.3.6.8 make minor modifications that are expected to occur
based on the State’ s changing business needs

3.1.9 Application Management Methodology
3.1.8.4 Configuration Management

3.2.3.6.9 make minor adjustments that are expected to be made
to the applications based on feedback

3.1.9 Application Management Methodology
3.1.8.4 Configuration Management

3.2.3.6.10 maintain System availability and functionality
through any upgrade efforts

3.1.8.4 Configuration Management
3.1.7 Cloud Based Infrastructure

3.2.3.6.11 provide training and knowledge transfer services to
State staff

3.2.1 Project Management

3.2.3.6.12 store all data within the United States and provide
the State with a copy all data monthly

3.1.7 Cloud Based Infrastructure

Figure 3.1.2-1. Functional Requirements Cross-Reference
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3.1.3 Gap Solution

In order to expedite the recovery efforts for the citizens of New Jersey, CGI will deliver a GAP
Solution within 5 days of contract execution. The solution will allow DCA to process payments
for beneficiaries, vendors, and sub recipients while complying with CDBG-DR regulations. CGlI
will work with DCA to identify the documentation required to make payments in accordance
with the action plan, CDBG-DR regulations, and state requirements. The solution accommodates
the data required to process payments and the documentation supporting pay requests. CGI’s
Gap Solution approach is shown in Figure 3.1.3-1.

Figure 3.1.3-1 Gap Solution. Our Gap Solution enables the State to engage in recovery efforts while the permanent
SIROMS system is being developed.

The Gap Solution uses common software products to minimize the training burden and expedite
deployment. The development team will provide ongoing technical assistance to DCA to confirm
the tool’s functionality and assist with ad hoc tool adjustments, as required. During the
implementation of the GAP solution, CGI has the experienced staff needed to perform required
data entry services during initial roll out phases or as required throughout the Program life.

CGl anticipates that the DCA will use the Gap Solution until the permanent SIROMS solution is
developed and deployed. Once the SIROMS solution is deployed, CGI will migrate to SIROMS
data collected in the Gap Solution and scan supporting documentation to the permanent
document management tool.
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3.1.4 BPM Solution

After the devastating impact of Hurricanes Katrina and Rita, eight years ago, the State of
Louisiana needed a way to quickly deploy systems to enable business processes for the
management of the recovery projects and distribution of funds. They chose to use OpenText
MBPM (formerly Metastorm BPM) because of its abilities for delivering rapidly developed
custom processes. OpenText MBPM continues today to be a major part of the delivery of key
business process systems for the State of Louisiana for all disaster recovery related efforts.

Our BPM solution for the State of New Jersey uses the OpenText MBPM product, providing the
State with a solution successfully proven for disaster recovery management. The source code
from the State of Louisiana is available to speed the implementation of the solution for managing
New Jersey’'s recovery projects. Because these applications are currently deployed and
operational in a production system they are tested and ready for use - essential for mitigating risk
to the State’s implementation schedule. A description and list of functionality of these
applications is described in Section 3.1.4.1 of this response.

Overview of OpenText MBPM

The OpenText MBPM software suite provides a highly scalable enterprise platform on which
solutions can be quickly and easily deployed and customized to meet the unique and dynamic
process needs of any organization. OpenText MBPM supports both human-based and system-
based processes across the full business process management life-cycle, including the design,
automation, and management of multiple processes across an organization —with an emphasis on
enabling real-time, round-trip process improvement through a combination of modeling,
integration, execution, simulation and analytics technologies all orchestrated through a single
interface.

The process suite is a leader in its class — supporting dynamic roles, advanced business rules
definition, form creation and packaged high-performance integration to multiple back-end
systems, regardless of platform. OpenText MBPM also provides powerful time-phased reporting,
performance monitoring, and predictive analysis capabilities. OpenText's BPM software and
methodologies enable quick implementation of complex processes and support rapid changes —
delivering fast ROI and low total cost of ownership.

OpenText MBPM leverages an advanced, service-oriented and loosely coupled architecture to
provide a highly distributed, scalable infrastructure that connects every member of the business
process community. The .NET Process Engine provides a highly scalable platform for managing
the authorization, roles, work assignment, and system integration for thousands of on-line users.
OpenText MBPM automates and tracks the progress of all steps and activities in a process and
organizes the work of process participants, both human and system. Using XML, Web Services,
.NET, Java, and Messaging, OpenText MBPM enables the bi-directional exchange of business
information, so people and processes can interact securely over Intranets and the Internet.

To provide user interfaces and dashboards, OpenText MBPM uses highly dynamic forms and
portals. These forms and dashboards reflect a user’s role in the process. The appearance and
behavior of a single form or dashboard can alter based where the user is in a process, taking into
account sophisticated business logic and rules without programming or scripting.
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3.1.4.1 Components in the BPM System

To respond to increasing competitive pressures, regulatory changes, market conditions, and
customer demands, organizations today are looking for ways to not only increase their
effectiveness and efficiency but to become more capable of responding to on-going change.
OpenText Metastorm Business Process Management Suite (MBPM) delivers a comprehensive
solution that enables organizations to react to on-going regulatory and market changes by
providing an agile, intelligent business process layer that integrates the underlying legacy
systems, provides visibility across critical business processes, and gives the ability to design
processes that deliver competitive differentiation, without the constraints imposed by legacy
systems.

The OpenText MBPM suite consists of a graphical design studio, an application processing
engine, a .Net web portal for both desktop and mobile browsers, integration tools for optional
client development in .Net or Java, and components for use in SharePoint or JSR-168 portals.

a. A process management engine designed to drive the progression of work in structured or
unstructured processes or cases;

The MBPM Process Engine runs as a service on a Microsoft Windows Server and is responsible
for the execution of deployed processes. Processes modeled in the designer can be built to follow
a structured set of business steps, or through the use of interactive and conditional actions and
dynamic roles, can allow the end user to determine the path of a process. Once a process and its
associated integration points have been designed and modeled in the designer, it is deployed
to the repository. The process engine then automatically acts as the orchestrator of all human
and system-based actions defined in the process. OpenText MBPM processes can be deployed
either on their own, subject to whatever governance process is required, or can be scripted to
automatically deploy in conjunction with other related system deployments. Once deployed, the
process engine captures events and process-related data in the process repository, providing an
essential inventory of information that serves as the foundation for compliance audits, reporting
and analysis and process optimization.

OpenText MBPM is an enterprise-class, fully stateless system delivering scalability that meets
the requirements of large, distributed organizations. The platform architecture scales “up”
through symmetric multiprocessing (SMP) and faster CPUs, and it scales “out” linearly with the
number of servers. Multiple MBPM Process Engines can run against a single database. All
database accesses are performed using highly tuned .NET interfaces. Complex data processing
occurs completely on the database server, minimizing database access and reducing the
communication between the database and Process Engine. The database and MBPM Process
Engine can reside on different servers with high performance.

OpenText MBPM load balances among multiple MBPM Process Engines by dispatching
requests to each server using a dynamic, load-balancing algorithm. Additionally, the cluster
configuration supports load-balancing features provided by the Microsoft Windows Server
platform, as well as other hardware- and software- based load-balancing mechanisms. As the
system load increases, the MBPM architecture enables the overall system to scale up optimally
with the number of servers and the processing capacity of each server.

b. A graphical model-based environment for designing processes and supporting activities;
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c. Capabilities to manage business rules to ensure regulatory and program compliance;

One key to the success of a BPM implementation is how quickly and easily a new process can be
designed and implemented. The OpenText BPM process designer enables process owners,
managers, and IT professionals to create rich, graphical models of their business processes as
they are defining the process. These models provide detailed views of the process, and render
insight into other relevant components accessible via one-click navigation. Within the same
design environment users can rapidly create other components tied to the process, such as user
interfaces, forms and business rules. Artifacts that are candidates for reuse can be easily stored
in, and retrieved from, a common repository and associated process libraries, thereby supporting
centers of excellence or less formal forms of enterprise collaboration.

The level of richness, unification and ease of use of OpenText MBPM’s design environment
enables speed and flexibility in designing, testing, and deploying business improvements and is
one of the reasons why so many clients are self-sufficient, having improved hundreds of mission-
critical business processes.

Tight integration with external applications and data sources is critical to achieving the high
levels of business process improvement. Historically such integration has been complex, costly
and largely the domain of the technician. OpenText MBPM takes integration to a new level. It
allows users to “drag and auto bind” business friendly integration objects and visual integration
models directly to a process model and its relevant components, such as user forms. These
capabilities allow nontechnical business users to create external integrations in seconds rather
than necessitating handoffs to IT staff to complete integrations in days, weeks or months.
OpenText MBPM also supports the technical user where desired or appropriate, especially where
highly complex or multi-platform application and data integration is required.

d. Content management capabilities to store files such as PDF documents and images in
compliance with the record retention requirements established in 3.4.9 of this RFQ;

f. Ability to link processes to the resources they control such as proposals, grant activities,
grantees and fund disbursements;

Data captured though form interaction is stored in the repository along with the relevant system
generated information about the process such as status, current assignment, and event history.
External files such as Microsoft Word and Adobe PDF documents can be uploaded and
associated with the electronic folder of information that represents the work item. The uploaded
document is stored in the repository or handed off via integration to a content management
system. The link between the uploaded document and the electronic folder is maintained so that
the attachments are associated for activities such as presenting them to an end user via a form.

e. Internet-based interaction portals that allow staff and grantees to interact with the processes
they are involved on;

The presentation of information managed in an electronic folder can be rendered using several
available clients or via a custom developed integration using Microsoft .Net or Java. Existing
clients include a .Net portal and modules for exposing lists and forms in third party portals such
as Microsoft SharePoint. The .Net client portal presents an interface that organizes work in ToDo
and Watch lists. These lists help the end users understand what tasks are assigned and require
action for continuation in a process. It also enables users to initiate processes by completing and
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submitting process forms and to manage system features though administrative forms. The
interface is designed in a generic way such that all processes can be interacted with from a
common place.

g. Active analytics engine for monitoring performance in areas such as processes, resources,
grant activities and fund balances;

h. Reporting to provide decision support for program stakeholders;
I. Exportable data in common formats for ETL processes and advanced analytics; and;

Strong process intelligence is needed in order to effectively manage processes as well as identify
risks and opportunities within the program. OpenText MBPM delivers rapid time to value and
flexibility with its predefined, yet highly customizable dashboards. Included in OpenText
MBPM is a native, tightly integrated process intelligence capability which enables process
owners, participants, executives, and managers to monitor and report on processes and act on
process events. Customizable dashboards and reports can be tailored to display key performance
indicators relevant to a specific person, department, or line of business. Powerful ad-hoc
capabilities are also available, enabling users at any level to create dashboards and reports
specific to their needs and provides the ability for time-phased trend analysis and predictive
forecasting. Data can also be easily embedded with text, enabling process designers to create
high quality documents for printing or delivery via e-mail for uses such as letters, invoices,
contracts and more.

Advanced simulation drives process optimization and reduces risk by enabling organizations to
test “what if” scenarios before making production process changes. Process owners can change
the process model to reflect proposed or expected changes and then simulate how the new
version of the process will perform, using historical process data from the process repository
and/or business assumptions. Multiple changes can be simulated and compared, enabling process
owners to identify changes that bring the most value and ease the change management burden on
all parties.

All of the captured and the system generated data stored in the MBPM repository can be exposed
and consumed by third party reporting, analytical, and data transfer tools. This allows for the use
of industry leading Business Intelligence solutions, such as Oracle Business Intelligence and
Cognos, to model and report information as an alternative or in addition to the native MBPM
reporting. Data Transfer tools can be used to ETL data to external sources such as a data
warehouse or external entities needing extracts of information.

J. Management and administration.

The OpenText MBPM solution includes a management portal for administering users, roles, and
deployed processes. In addition to the existing management portal administrative forms can be
built to enable custom management features. These administrative forms allow for the delivery
of user supported business rule settings, search interfaces, management of lookup tables, etc.

OpenText MBPM feature summary
= Advanced Design Environment

— Collaborative integrated Design: Use a single environment to design all aspects of your
business process. Business analysts can design a process, user experiences, implement
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rules, create process integration, and engage stakeholders and end users. Developers can
focus and easily hand off more complex data access and integration tasks that can be
leveraged by analysts.

— Dynamically route work: Leverage the enterprise- wide skills inventory to dynamically
route work to the right employee to optimize work allocation and ensure the best business
outcome.

— Integrated Business Process Analysis: Integrated, advanced business process analysis
and simulation ensures ROI.

— Highly extensible: Add-in based infrastructure means that you can extend both the
metamodel and corresponding design environment or use 3rd party frameworks that add
additional functionality.

= Leading BPM Platform

— Stateless Design: Process engine is based on proven technology and is capable of scaling
up and out with the stateless design.

— Open Framework: SOA-based design will allow you to utilize your existing
infrastructure. Maintain users, roles, and groups natively within your existing directories
or systems with our Open Authentication infrastructure, for example.

— Single Sign-On: Out of the box integration with Microsoft Active Directory to support
single sign-on within a Windows Domain.

— Open Repository: Access to process data, runtime work items, and historical data is
simple with our open and documented repository.

— Process intelligence: Tightly integrated process intelligence capability provides insight
into how your processes are performing.

— Social Capabilities: Connect with employees across your organization with integrated
chat associated to work items. Find the right employee to collaborate with leveraging
enterprise-wide skill search.

= Support for Diverse Client Perspectives

— Mobile Device support: Initiate or participate fully in any MBPM process with iPad®,
iPhone®, Android® or Blackberry® devices.

— ASP.Net: Highly customizable ASP.NET client is a fully featured, web-based interface
enabling users access across all of their OpenText MBPM processes.

— SharePoint and JSR-168 Portals: Quickly build robust portal pages that are specific to
your process or user role with web parts for SharePoint or portlets for Java.

— Microsoft Office 2007 and 2010: Unique Office client enables users to integrate process
information and even initiate processes from Office applications.

— Any language: Rapid deployment in any language, including those requiring right to left
display.

OpenText MBPM Processes built for the State of Louisiana

Working with the state of Louisiana, CGI built numerous workflow driven applications which
will form the foundation of our BPM solution. These applications can be implemented quickly
and tailored to meet New Jersey’s requirements. These applications align with the functional
requirements described in section 3.2.3.6 of the RFQ.
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= GIOS: This funds management and project approval application manages the application
entry, review, and approval process for entities applying for funding from various recovery
programs. It enables grantees or local entities to submit applications for individual projects
and for overall funds management including payment draw requests. The system includes an
Internet facing portal that allows entities throughout the state to manage and submit project
applications, and submit draw requests for periodic project payments. It provides a rules-
driven workflow from County to State officials for approval of applications and draw
submittals. The user/owner is also able to perform the following functions: Manage Admin
Project Types, Manage Allocations, Manage different Project Types, Assign Projects
(Counties and Municipalities), Amend Original Proposals, Allows for versioning, Email
Notification, Role Based security between County and State, Internal routing, Add Notes,
Display Audit Trail, Tracking in stages of Workflow and Search features.

= Recipient Auditing (A133): This application manages tasks for the auditing of recipients
and sub-recipients at the parish level of funding over 500K based on the federal compliance
requirements. The application includes audit findings and tracking of corrective actions and
reporting of discrepancies to FAC.

= Tracking & Reporting System (TRS): This application creates and assigns auditing tasks
for monitoring each of the recovery programs. A variable sample of individual applications
are selected on a recurring basis for review. These tasks prompt auditors for the proper
collection of data by providing a checklist of questions and captured responses needed to
meet state and federal audit guidelines. This system allows for the administration of over 100
combinations of checklists to accomplish the necessary financial, operations and program
compliance requirements.

= TRS [Streamline]: Following an initial introduction of TRS and follow-up assessments of its
operation and personnel usage, the administrative, reporting, and workflow functionality
within the system is being further enhanced to better meet the overall needs of the agency
organization. The enhanced system serves the need of centralizing tracking and reporting at
the Office of Community Development/Disaster Recovery Unit (OCD/DRU) to help increase
efficiencies and improve the effectiveness of compliance monitoring. TRS [Streamline]
eliminates the one-to-one entity/program/category/type to an individual checklist, replacing it
with an event based checklist. Using this new method allows for monitoring of multiple
programs within a single monitoring record. This also reduced the amount of checklists
created to a single checklist per event.

Grant Recovery (Recapture): This application manages recovery of funds due back to the State
as a result of applicant non-compliance with defined covenants or other program requirements by
distributing the proper notifications and tracking through an administrative judicial review
including possible work assignment to the Attorney General or other appropriate law
enforcement entity.

3.1.4.2 Industry Standard Techniques

CGI’s solution supports data exchange using industry standard techniques. OpenText MBPM
consumes data services using Metastorm Business Objects. Business Objects abstract access to
data into a reusable object. Ways in which Metastorm Business Objects enable standardized data
exchange are as follows:
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= Connection to relational data sources uses industry standards such as: Open Database
Connectivity (ODBC), Object Linking and Embedding Database (OLEDB) and ADO.NET.

= Directory Services can be consumed using Lightweight Directory Access Protocol (LDAP).

= Web services can be consumed using standardized messaging via Simple Object Access
Protocol (SOAP) and Extensible Markup Language (XML). OpenText MBPM provides
productivity tools that make the import of an external web service easy. Once a service has
been imported it can easily be invoked from the process, allowing data to be consumed or
exposed functions to be invoked.

= Scriptable code allows for custom developed data access leveraging the full power of the
Microsoft .Net framework. A benefit of using the .NET framework is the ability for
OpenText MBPM to use Windows Communication Foundation (WCF), Microsoft’s unified
programming model for building service-oriented applications.

Metastorm Business Objects integrate seamlessly with BPM’s mechanisms for Form data
binding, expressions and scripting. This allows the same data to be accessed in a variety of ways
across the definition of the process, maximizing reuse.

Business objects are separated from connection definition and the same connection is shareable
among multiple business objects. This allows processes with multiple business objects to be
developed against test databases and then easily reconfigured to use a production database when
the project is deployed.

3.1.4.3 Automated E-mail Notification

OpenText MBPM has a built-in ability to send email notifications as an activity of a business
process. The function for sending an email is part of the core library of tools and is configurable
to allow for email notifications to be distributed at any point in a process with customizations for
the recipient list, subject line, contents of message body and included attachments.

The system is configurable to use a SMTP server installed on the same system as the application
engine or a remote SMTP relay for the distribution of email messages generated in a process.

3.1.4.4 Version History of Documents

Our solution supports storing the version history of documents. Each document added with the
same file name is automatically given a unique version number so that previous versions of the
same document are retained. This capability can be overridden if versioning is not desired and
the intent is to just retain the most current version of a document.

The default method of storage for document attachments is to retain the file in the core database
along with the rest of the form data. In addition to this default method, there are components for
storing documents in Microsoft SharePoint and OpenText Content Server repositories. Using the
Document Management Service APl a custom developed integration with other document
management repositories can be scripted. All of these options allow for document versioning to
be controlled by the document management system that is receiving the uploaded document.
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3.1.4.5 Access Control System that Utilizes Roles to Control Access to Fields, Pages, and
Documents

We recognize that security is a key concern for SIROMS. Data transmission, information
storage, and transactions all need to be protected and kept confidential. The OpenText MBPM
environment uses several key components to enable system protection, including role-based
access control to fields, pages and documents.

Authentication: OpenText MBPM authenticates a user’s identity through a private username
and encrypted password. By default, users are authenticated by the engine against records in the
runtime repository. Stronger forms of authentication via PKI, certificates, tokens and/or
smartcards may be supported through integration with technology from other vendors. OpenText
MBPM has a comprehensive Open Authentication Architecture that allows integration with a
wide range of authorization systems including both server and client side security systems.

Authorization: OpenText MBPM supports strong role-based access control and session
management. Access control, authentication, and authorization are closely linked on the Internet.
Only when the identity of an object has been authenticated is that object granted access rights.
OpenText MBPM provides a sophisticated and flexible enterprise roles-based access control
model, with granular control down to the form field level.

Encryption: OpenText MBPM ensures that transmitted data is disclosed only to intended
recipients through Internet encryption techniques. OpenText MBPM leverages industry-standard
Secure Sockets Layer (SSL), Virtual Private Network (VPN), and X.509 on web browsers and
Sservers.

Serving Lists: Folders, Reports, Blank Forms and Admin Forms are organized into lists on the
client’s main portal page and in other clients. The Engine, based on process metadata and state in
the runtime repository, provides these lists.

Auditing: The Process Engine logs activity such as the transition of folders from one stage to
another, with full audit information including the initiating user, timestamp information and the
action taken.

3.1.4.6 Feed Data

Our solution will deploy integration technologies that enable feeding data to websites. We will
work with the state to identify the websites and requirements for those websites.

3.1.4.7 StoreDatain aFormat Similar to the State’ s Existing Systems

CGI’s solution for SIROMS will use Microsoft SQL Server to store data, which aligns with the
State’ s storage technologies and formats.

3.1.4.8 Provide a Pre-configured Helpdesk System

CGI’s pre-configured helpdesk system for SIROMS enables our Service Desk (helpdesk) to
provide responsive service to end-user contacts (issues, requests, questions) so that end-users
maintain high productivity. We employ our established production BMC Remedy application
operating in the CGI data center. Setup of the helpdesk system only requires entering
information about the SIROMS components, application support teams, email/SMS notifications,
response time targets, and new users. Remedy provides a web-based interface that permits
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authorized users to enter, track and report on issues. An email interface automatically creates
Remedy tickets from emails. Remedy also is configured to provide emails to the ticket
originators to keep users informed about their ticket status.

New Jersey Department of Community Affairs
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Remedy reports provide a wealth of data and metrics, giving the State Contract Manager direct
line-of-sight visibility into helpdesk performance. See Section 3.1.8.1 for details about the
Service Desk (helpdesk) services we are providing to the State.

3.1.4.9 System for Tracking Issues Identified by the State

CGlI’s approach to tracking issues identified by the State, uses the same solution that we use for
the Service Desk (see Section 3.1.4.8). Using a common process and tool to manage issues from
all sources, drives efficient, responsive service. Isolated silos of information are eliminated,
allowing easy reporting across all issues. Issue submitters benefit because regardless of their role
or activity, they receive consistent service that meets or exceed service levels.
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3.1.5 Data warehouse Environment

For SIROMS, Team CGI will leverage our proven Data Warehouse and Reporting architecture
from the State of Louisiana Road Home Program. This enables us to accelerate implementation
of the data warehouse with lower risk to the schedule. The Louisiana Data Warehouse and
Reporting architecture aligns with the architecture that will be required for the SIROMS project.
As we develop SIROMS, the State Architecture will inform our design decisions.

Team CGI will establish Microsoft SQL Server as the data repository. Business Objects ETL
tools are used to assemble, normalize, and load the data from various program sources as well as
the primary BPM system(s). Other than pre-configured, optimized queries in the BPM
application itself, no direct reporting from the BPM system databases are used. By offloading the
reporting workload from the BPM system we avoid slowing system performance that adversely
impacts the productivity of BPM users.

We will define various Business Objects Universes to encapsulate program business rules,
associate data from multiple systems. Team CGI will leverage as a foundation the following
Business Objects Universes built for Louisiana:

= GIOS

= Al133

= Grant Recovery

= Grant Repayment

The Web Intelligence (Webl) component of Business Objects enables TeamCGI to provide
standardized reports as well as ad-hoc query and reporting capabilities. Using Business Objects
we will schedule and produce standard reports on their required daily/weekly/other intervals.

To develop the SIROMS Data Warehouse and Reporting capabilities Team CGI will use our
Business Intelligence/Data Warehousing (BI/DW) methodology that we have successfully
followed for many similar projects. A key differentiator of this methodology is its focus on top-
down business objectives to drive information needs and to develop vision while, in parallel,
guantifying the available data and information assets to support the client’s requirements
(bottom-up).

The key steps in the methodology, as shown in Figure 3.1.5-1, are as follows:

= Define the business objectives of the organization — Our approach to business intelligence
requires a definition of the key objectives for the organization for which the initiative is
being developed. We typically work with the leadership of a given organization to identify
and document these objectives. This step is critical to make certain that the overall initiative
is scoped and focused correctly.

= Define the key business decisions that must be made for operations and analysis —
Within all organizations, recurring decisions must be made for effective management. Our
approach works with managers to define and document these business decisions.

= Define performance measures — A component of our Bl approach is to define the
performance measures for an organization. These should flow directly from the business
objectives and recurring business decisions. Often this process helps a client organization
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define new managerial techniques through the emphasis of knowledge based decision
making.

= Define information needs — The performance measures enable definition of information
needs. Our approach defines this information as questions that are answered to understand
performance and to support decisions.

= Understand data needs — Once the information needs have been established, we then focus
on the specific data elements required to answer the questions.

New Jersey Department of Community Affairs
RFQ No.: RFQ776799S

Figure 3.1.5-1. Business Intelligence/Data Warehousing (BI/DW) Methodology. We use our BI/DW
methodology that has been proven successful for many similar projects

3.1.5.1 Create and Manage a Data Repository

CGI will implement a MS SQL Server Data Warehouse which uses Business Objects ETL and
reporting tools. Interfaces will be built to various external program systems as well internal
financial and other systems. Business Objects ETL tools are used to assemble, normalize, and
load the data from various program sources as well as the primary BPM system(s).

3.1.5.2 Business Objects Cognos or the Functional Equivalent

Our solution uses SAP Business Objects including the Web Intelligence reporting tool. The Web
Intelligence (Webl) component of Business Objects provides standardized reports as well as ad-
hoc query and reporting capabilities. Using Business Objects we will schedule and produce
standard reports on their required daily/weekly/other intervals.

3.1.5.3 Utilize a Business Intelligence Tool
Our solution uses SAP Business Objects including the Web Intelligence reporting tool.
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3.1.5.4 Formal Information Architecture

With over a decade of experience working with the State, Team CGI understands the information
architecture in New Jersey. We will take the following steps to work with the State and align the
SIROMS data architecture with the State’ s overall information architecture.

= We will work with the State Contract Manager to establish meetings with NJOIT to
coordinate work efforts between NJOIT and the SIROMS team.

= We will share artifacts from the LA Road Home project including but not limited to database
designs, system architecture documents and other related artifacts with the State as required
by the RFQ

= We will deploy our Integration Engine to achieve integration with other State systems and
third-party applications. We will make use of modern interfacing approaches like XML, ESB
etc in line with the State’ s information architecture guidelines

= Wewill coordinate with the State' s Reference Data Store (RDS) team to use reference data
from State repositories where possible

= We will work with the State Office of Geospatial Information System (OGIS) as needed for
system design activities

= We will coordinate with the Office of Enterprise Data Systems (OEDS) to leverage Master
Data to the extent possible.

Based on our experience working on CDBG-DR efforts with other States, we are proposing a
high-level conceptual data architecture that will enable the State to achieve SIROMS objectives.
This section of the proposal presents the high-level data groups that need to be collected from
each of the programs outlined in the Action Plan.

Figure 3.1.5.4-1 presents data groups as they relate to the program areas in the Action Plan

Data Group | Program as listed in the Action Plan

Homeowner Assistance = Reconstruction, Rehabilitation, Elevation and Mitigation Program (4.1.1)
= Housing Resettlement Program (4.1.2)

Rental Housing

Multi-family Rental = Fund for Restoration of Large Multi-Family Housing (4.2.1)
= Pre-development Fund (4.2.3.1)

= Blight Reduction Pilot Program (4.2.3.2)

= Sandy Special Needs Housing Fund (4.2.6)

Small Rental = Small Rental Properties (4.2.2)
= Incentives for Landlords (4.2.4.1)
Renter Support = Sandy Home Buyer Assistance Program (4.2.5)
Economic Revitalization
Small Business = Grants/Forgivable Loans to Small Businesses (4.3.1)
Revitalization = Direct Loans for Small Businesses (4.3.2)
Public Revitalization = Neighborhood and Community Revitalization (4.3.3)

= Tourism Marketing (4.3.4)

Support for Government Entities | * FEMA Match Program (4.4.1)
= Continuation and Enhancement of Essential Public Services (4.4.2)
= Code Enforcement (4.4.3)
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Data Group Program as listed in the Action Plan
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Supportive Services = Supportive Services Program (4.5.1)
Planning, Oversight and = Administrative/Planning (4.6)
Monitoring

Figure 3.1.5.4-1. Program Groupings.

Each program grouping requires a unique application-level development necessary to support the
distinctive combination of workflow, data and applications. However, utilizing the cloud-based
data warehousing solution, information from individual programs is available to be shared,
combined, processed, monitored and reported across the entirety of SIROMS as required to
support the overall disaster recovery Program.

The diagram shown in Figure 3.1.5.4-2 depicts a conceptual data schema which could be
implemented to support the program groupings listed above. These proposed data groupings are
based upon HUD regulations and prior implementations of similar programs in the states of
Louisiana, Mississippi and Texas. As the diagram suggests, data and documentation from each
program grouping is available for centralized access and processing to support the requirements
of the overall disaster recovery Program.
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Homeowner Assistance

Applicant Data (Demographics)
Application Prioritization
Duplication of Benefits

Evidence of Eligibility

Applicant Agreements

Applicant Grant Compliance
Damage Assessment
Environmental

Contractor Performance

Requests for Payment and Closeout

Multi-family Rental

Application

Project Proposal

Duplication of Benefits

Project Selection

Developer Contracts

Financial Management
Construction Monitoring
Project Closeout

Affordable Housing Compliance

SEURRENE]

Application

Evidence of Eligibility
Application Prioritization
Damage Assessment
Duplication of Benefits
Applicant Agreements

Grant Management

Grant Closeout

Affordable Housing Compliance

Renter Support

Applicant Data (Demographics)
Evidence of Eligibility
Applicant Agreements

Grant Award Management
Grant Closeout

Forgiveness Period Compliance

CGI Cloud

Program-level Funding
Program-level Workflow
Program Performance
Applicant Compliance
Summaries

Program Compliance
Financial Auditing
Demographics Reporting
Transparency Data Sourcing

Admin/Planning

Cross-program DoB

Fraud Waste and Abuse
Monitoring
Environmental/Historical Oversight
URA Relocation Monitoring
Davis-Bacon Monitoring

FH Complaint and Appeals
Section 3 Monitoring

Part 85 Workflow

Program Planning

Grant Budgeting

Grantee Monitoring

Subcontractor Monitoring

h———"__|Project Selection

Small Business Revitalization

Application Submission
Evidence of Eligibility
Needs Assessment
Underwriting
Applicant Agreements
Grant Management
Grant Closeout

Loan Repayment

Public Revitalization

Project Proposal
Project Eligibility

Grant Administration
Marketing Impact Monitoring
Project Closeout

Government Entities Support

Project Proposal
Project Eligibility

Project Selection

Grant Administration

Plan Review and Permitting
Project Closeout

Supportive Services

Project Proposal
Project Eligibility
Project Selection
Grant Administration
Project Closeout

Figure 3.1.5.4-2. Conceptual Data Schema. Our data schema benefits from prior implementations of similar
programs to helps the State quickly meet program requirements including HUD regulations.
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3.1.6  System Integration and Interfaces

As per the requirements set forth by the State in the RFQ, SIROMS will need to integrate with a
number of disparate systems using a variety of integration techniques. These systems may have
been built using different technologies with different types of databases, requiring a fully flexible
and adaptable integration solution to simultaneously meet varying technical needs. Based upon
these needs, CGI proposes to implement its Integration Engine solution as the integration hub for
data exchange between SIROMS and other State systems.

CGlI's cloud based Integration Engine was built to address system integration and data
management challenges within the environmental health and safety domain. A .NET application
proven to be an effective all-purpose data exchange solution, Integration Engine supports a
wide range of data integration scenarios and is fully configurable and adaptable to any number
of hardware and software environments.

Combining CGI’s technology with more than 35 years of experience helping government and
industry implement IT solutions, CGI and the Integration Engine deliver:

= Synchronization capabilities to propagate data changes in a source system to one or more
destination systems

= Anextensible query framework to allow data compilation, analytics and reporting from
multiple systems running different database engines (Oracle, SQL Server, etc.)

= Extraction, transformation and load (ETL) capabilities within a service-oriented
architecture to compile electronic data submissions quickly and efficiently

= Support for a variety of data exchange capabilities through open standards (XML, SOAP,
web services)

CGI created Integration Engine as a comprehensive solution to replace disparate interface
development techniques. The development and maintenance of multiple standalone SQL scripts,
scheduled tasks, database triggers, and batch files — the necessary components of an integration
solution — are streamlined within Integration Engine to reduce management costs. This
centralized tool set provides a full collection of integration functions solution including:

= Single or multi-step processes

= Simple to complex, nested database queries
= Web service task implementation

= Administration of scheduled tasks

= Management of data format templates

CGlI’s Integration Engine functions as a “front door” for interfacing any number of applications,
either complementing or replacing existing data exchange hubs. Integration Engine
accommodates the flexibility demanded by complex enterprise systems integration by supporting
a range of interface formats, including legacy (tab-delimited, fixed-width) and modern (XML,
SOAP, DDL) formats. Its extensible framework promotes rapid interface development, which
CGlI understands is a significant priority for the State’'s implementation of SIROMS, as well as
facilitating maintenance and reuse.
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3.1.6.1 Capabilities

Figure 3.1.6.1-1 illustrates the range of capabilities provided by CGI’ s Integration Engine. Using
a service-oriented architecture, Integration Engine supports real-time, near real-time, and
scheduled interface processing. In addition to providing a platform on which custom integration
processes may be built to meet specific interfacing requirements, it provides a collection of out-
of-the-box processors to support common interfacing tasks. Based on this set of reuse-oriented
components, tasks may be assembled with any combination of out-of-the-box and custom
processors to achieve specific business requirements.

New Jersey Department of Community Affairs
RFQ No.: RFQ776799S

Integration
through
Configuration

Data correlation
from multiple
Sources

Easy Migration to
different
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growing set of
core Processors
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Custom
Assemblies

Data Mapping
and Bridging

Figure 3.1.6.1-1. Integration Engine Capabilities

The Integration Engine query framework allows for data extraction across multiple sources. It
provides capabilities for data mapping and bridging between systems for defining format
templates for transforming extracted data.
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3.1.6.2 Components
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Figure 3.1.6.2-1 illustrates the conceptual architecture of Integration Engine components, which
are defined as follows:

= A Task is a collection of Processors executed in sequence to perform a logical unit of work.
A Task may be executed either as a web service or as a scheduled task.

= A Query is a specific type of Processor that executes master and detail (with a one-to-many
relationship, i.e. parent and child) SQL queries and provides XML output which may then be
transformed into a predefined format based on a format template.

= A Processor is comprised of one or more Assemblies executed as a step in a Task.
= An Assembly is an extension library containing managed code in .NET.

Figure 3.1.6.2-1. Integration Engine Architecture Components

In a scenario where a Task is implemented to extract data from NJCFS, for example, and to
transform the data into the import format required for SIROMS, Integration Engine offers several
alternatives for processing the extracted data. It may:

= Write the data file to a defined location for use by a SIROMS batch process

= Email specific users upon the success or error of generating the import file

May 14, 2013 — Presented to New Jersey Department of Community Affairs 3-35



Cal

New Jersey Department of Community Affairs
RFQ No.: RFQ776799S

= Load the data directly into SIROMS using a custom processor

System A Data Loader

3.1.6.3 SIROMS Implementation

Based on the requirements set forth in the RFQ, CGI believes its Integration Engine solution is
well-equipped to meet the diverse integration needs that will be required by SIROMS. CGI
intends to meet the specific system integration/interface requirements for SIROMS discussed in
the RFQ as follows:

RFQ Item
Reference

3.2.3.1.2,
Point 2

RFQ Item Text

As part of the Contract, the Contractor shall be

responsible for developing, maintaining and

improving the interfaces to the following:

= Accounts Receivable Cash Receipts Accounting
System interface;

= New Jersey Comprehensive Financial System
(“NJICFS");

= HUD Disaster Recovery Grant Reporting system
(“DRGR");

= New Jersey Economic Development Authority
(“NJEDA") ;

= New Jersey Housing Mortgage and Finance
Authority (“NJMHMFA”);

= New Jersey Department of Environmental
Protection (“NJDEP”);

= System For Administering Grants Electronically
(“SAGE”"); and

= Other State Contractors/Departments enumerated
in the Action Plan.

Those interfaces may include databases such as

SQL or Oracle or the functional equivalent to be

approved in advance by the State Contract

Manager.

CGlI Solution

CGl’ s Integration Engine provides

capabilities for creating interfaces to any

number of applications and can either
complement or replace existing data
exchange hubs where needed.

3.2.334
(use of
XML)

The State has adopted the Extensible Markup
Language (“XML") as the standard for exchanging
data (data in motion) with external partners (non-

CGlI’ s Integration Engine supports a
variety of data exchange capabilities
through open standards, including XML.
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RFQ Item
Reference

RFQ Item Text

State systems). Where they exist, overarching
government and industry exchange schemas such as
the National Information Exchange Model
(“NIEM”) shall be used to define XML elements.

CGlI Solution

3.2.3.34 The State has an enterprise service bus (“ESB”) CGI’ s Integration Engine can function as

(use of that serves as the transport mechanism for real-time | the “front door” for SSIROM S to interface

State’ SESB) | web service-based exchange of operational dataat | with any number of applications, either
the individual record level. The data objects in this | complementing or replacing existing data
exchange are defined by the State’ s enterprise exchange hubs. CGI will exploit plug-and-
reference data model and subject-area logical data play opportunities where other system
models as appropriate. The Contractor shall be interfaces already exist, such as those on
required to use the ESB between its system and the State’s ESB.
other systems that are using the ESB or can use the
ESB.

3.2.3.34 Whether using the ESB or not, the Contractor shall | CGI’sIntegration Engine provides the

(use of web be required to use web-services-based functionality | capability to define integration tasks to be

services) to enable real-time exchange of record-level data. executed as web services.

3.2.3.34, Where batch data from other State systems is CGlI’ s Integration Engine provides

Point 1 required by the Contractor’s system for operational | capabilities for creating interfaces to any
functionality, that data shall be routed through the number of applications and can either
enterprise data warehouse staging area by complement or replace existing data
Contractor through an interface established by exchange hubs where needed. CGI
Contractor and approved by the State Contract assumes that any data that CGI and the
Manager. Independent feeds of operational data State agree to be required for batch
from individual source systems are not permitted. processing in SIROMS will be available in

the State’ s existing enterprise data
warehouse staging area.

3.2.3.34, Where there is a need to combine data from the The Integration Engine query framework

Point 2 System with data from other systems, the allows for data extraction across multiple
Contractor shall create data integration where it sources and provides capabilities for data
does not exist and supply data to the enterprise data | mapping and bridging between systems.
warehouse where that integration will occur.

3.2.3.34, The System data stored in the System data Tasks may be defined in Integration

Point 2 warehouse will be required to be batch downloaded | Engine to achieve the required nightly data
nightly into the State Data warehouse. This data warehouse batch processing required by
will be integrated into a Sandy data warehouse the State. Integration has the ability to
established and maintained by the State (NJOIT). extract the data from the SIROMS data
The interface and download process shall be warehouse, transform it into the import
created and maintained by the Contractor as well as | format required by the State data
the download system as approved by the State warehouse.
Contract Manager.

3.2.3.34, Independent data warehouse silos based upon a Tasks may be defined in Integration

Point 3 transactional system shall not be permitted. The Engine to achieve the required nightly data

Contractor shall be required to supply data from the
System to the enterprise data warehouse on a
nightly basis to support other State analytical needs.

warehouse batch processing required by
the State. Integration has the ability to
extract the data from the SIROMS data
warehouse, transform it into the import
format required by the State data
warehouse.
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RFQ Item
Reference

3.2334

RFQ Item Text

CGlI Solution

The State has a reference data program that

(use of
State’s
Reference
Data Store)

provides controlled reference data sets governed by
identified data stewards from the State’s Reference
Data Store (“RDS"). Any reference data required
by the Contractor shall be sourced from the RDS. If
the data is not yet available in the RDS, it shall first
need to be brought into the RDS through an
interface and system created and maintained by the
Contractor and approved by the State Contract
Manager. The Contractor shall identify such
need(s) to the State Contract Manager when
designing the work to be performed in each Task
Order and the work will be approved by the State
Contract Manager. Independent feeds of reference
data from individual source systems are not
permitted. The Contractor shall be required to
coordinate these efforts with OEDS.

CGlI’s Integration Engine can provide the
interface from SIROM S to the State’'s
RDS. For data that CGI and State agree
shall be required for SIROMS but is not
available in the RDS, CGI will work with
the State to determine most effective and
cost-efficient means of interfacing
between RDS and the appropriate source
system. CGI and the State will determine
whether the source system and/or RDS
already provide interfaces that could be
utilized with or without complementary
interfacing by Integration Engine.

3.1.6.4 Advantages of CGI’s Integration Solution

CGlI’s proposed integration solution offers the following key advantages for the State’s SIROM S
system:

Extraction, transformation and load (ETL) capabilities within a service-oriented
architecture

Ability to interface a source system with multiple systems running different database

engines

Support for a variety of data exchange capabilities through open standards (XML, SOAP,
web services)

Support for a range of interface formats, including legacy (tab-delimited, fixed-width) and
modern (XML, SOAP, DDL) formats

Extensible framework promoting rapid interface development, maintenance, and reuse
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3.1.7 Cloud Based Infrastructure

Our hosting solution for NJ-SIROMS is CGl's Government Cloud. We were competitively
awarded the U.S. General Services Administration’s Blanket Purchase Agreement (BPA) for
Infrastructure as a Service (laaS) on October 15, 2010. In August 2011, CGI was granted
Authority to Operate (ATO) on the BPA. The ATO’s Assessment & Accreditation process
ensures that we meet all of the BPA security requirements, enabling users to rest assured that
their datais safe and securein CGI’s cloud. CGI’s Federal Cloud is FISMA (Federa Information
Security Management Act) compliant for Low and Moderate Impact applications—representing
88% of the U.S. government’s workload. This includes systems that process sensitive data such
as personally identifiable information (PIl), Confidential Business Information (CBI) and
personal health information.

The ATO also provides for continuous monitoring and reporting and an annual audit of CGI’s
General Support System (GSS) controls associated with National Institute of Standards and
Technology (NIST) 800-53 v3 for Moderate Impact baseline. Our system security plan and
associated ATO demonstrate that our controls have been validated.

BPA holders also are required to meet the essential characteristics of cloud computing defined by

NIST as a model for enabling convenient, on-demand network access to a shared pool of
configurable computing resources (e.g., networks, servers, storage, applications and services)
that can be rapidly provisioned and released with minimal management effort or service provider
interaction.

By using the BPA, the State of New Jersey can be assured that their cloud provider is certified as
secure and has an ATO.

We offer cloud services for NJ-SIROMS from two locations in the Continental United States
(CONUS) — one in Philadelphia, PA, and the other in Phoenix, AZ. Those two locations are
separated by two time zones, providing two different geographic locations within CONUS. In
addition, our personnel managing and maintaining the cloud environment and providing contact
and Help Desk services also reside in the CONUS.

CGlI's Government Cloud includes the following controls shown in Figure 3.1.7-1 to maintain
data and network access integrity, reliability and availability:

Feature | Controls
Hosting = Redundant disk storage - Storage Area Network (SAN) implements RAID 7+1, enabling
Infrastructure applications to continue to operate even in the event of a disk failure. The SAN detects
impending disk failures and automatically rebuilds data on a hot spare without affecting the
application.
= Redundant servers - multiple servers running in parallel using clustering for non-stop
operations.

= Automated monitoring and alerting - Server, network, and storage health continuously
monitored by automated tools to detect error conditions and alert engineers via pager to
correct problems before an outage occurs. Incidents automatically escalated to take
corrective action before Service Level Agreements (SLAS) are impacted.

= Server automated hardware fault reporting - Diagnostic data is automatically uploaded
to hardware vendor when hardware failures occur so technicians arrive onsite with the
required parts for repair.
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Feature Controls

= 24X7 support - Our hardware vendors provide 24x7 support with on-site response in less
than four hours.

= Vendor SLAs - We have SLAs with our vendors to provide rapid response to support

requests.
Network = Two telecommunication carriers - connectivity to data centers is provisioned by two
Connectivity different telecommunications carriers entering the data center facility at separate points

= Resilient local access - SONET ring provides redundant network loop at the primary data
center; Alternate data center has carrier POPs.

= Multi Protocol Label Switching (MPLS) - has high survivability due to its fully meshed
nature.

= Redundant network components - All Local Area Network (LAN) components within the
data centers are redundant with automatic failover.

= Network management system - dynamically establishes service networking components
(VLAN:S, firewall policies), enable leveraging our existing network bandwidth as well as
LAN infrastructure, including the network zones, firewalls, load balancers, core switching
and IP address assignment.

= Automated alerting - Engineers are automatically notified of high priority incidents via
pager. Automatic escalations occur to take corrective action before SLAs are impacted

= Bandwidth utilizing internet protocol (IP) transit to deliver content from the hosting
infrastructure to the end-user flexible and scalable determined by the usage.

Data Center = Redundant systems - N+1 redundant cooling, power, and telecommunications.

= Backup power - Uninterruptible Power Systems (UPS) prevent power spikes, brownouts
and surges. Two diesel generators provide power in the event of a utility power outage. On
site fuel is approximately 7,000 gallons, which can sustain the building for 10 to 12 days.

= Automated monitoring - Extensive monitoring process of network, servers and
applications to detect problems, often before they affect availability and to support
capacity-planning services to accurately distribute and accommodate load.

= Zoned dry pipe fire suppression system (pre-action), a zoned under floor fire suppression
system, smoke and fire detection systems, independent heating, ventilation and air
conditioning (HVAC). All systems operate independently

= We maintain and continuously monitor the redundant HVAC systems

Figure 3.1.7-1. Cloud Controls

We provide the NJ-SIROMS with 24/7/365 availability through server redundancy, and data
replication; primary and secondary data centers provide disaster recovery (DR) and Continuity of
Operations (COOP) with a Recovery Time Objective (RTO) of 24 hours and a Recovery Point
Objective (RPO) of 4 Hours. Within the Cloud infrastructure resources can be instantiated and
decommissioned within moments and in near real time through automated provisioning and
change management of the portal.

Figure 3.1.7-2 provides a conceptual overview of CGI’'s Infrastructure as a Service (laaS)
offering, and identifies how our offering meeting the five “Essential Characteristics’ as defined
in the National Institute of Standards and Technology (NIST) Working Definition. As certified
by the Federal government, our Cloud environment has been certified and accredited.
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Figure 3.1.7-2. The CGI Cloud meets the 5 essential characteristics of the NIST working definition

3.1.7.1 Architecture

CGI's Cloud Service is scalable to allow a customer to request computing services and capacity
on-demand and provision services and capacity dynamically. We provide a high-availability
infrastructure through hardware with redundant internal components and a redundant architecture
that enables automatic failover of the infrastructure components that operate the cloud.

CGl's laaS Cloud meets the NIST definition of cloud computing by providing:

On-demand self-service through CGI’ s automated Federal Cloud Portal

Broad network access to the Portal via the Internet

Resource pooling where users generally have no control or knowledge over the exact
location of provided resources, but can specify location for Disaster Recovery/Continuity of
Operations (DR/COOP) purposes

Rapid elasticity where resources can be provisioned and de-provisioned within moments

Measured service and resource usage that is monitored, controlled and reported, providing
transparency for both CGI and the customer.

CGlI’s Federal Cloud laaS complies with the BPA’s technical requirements by providing:

An automated system that adheres to ITIL-based IT Service Management

FISMA Moderate Impact security as defined in NIST’ s Federa Information Processing
Standard (FIPS) Publication 199

99.5% availability as standard, with higher availability as an optional service
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= 1 Gigabit Internet access, with dedicated access available as an optional service
= Two (2) Tier Il data centers in the continental United States, separated by multiple time

Zones

= Acloud available exclusively to U.S. federal, state, local and tribal entities and operated in
the U.S. by personnel who have passed U.S. government background investigations

= Ability to track charges with a summary invoice, detailed breakdowns (providing the
number, names and types of Virtual Machines, as well as data transferred 1/0 and additional
storage purchased information), as well as a statement of the previous bill and the current

bill, updated weekly

When provisioning a server bundle, customers may select a server software bundle from a range
of available bundles. Bundles are charged based on utilization. Available bundles are provided

below:

Sub CLIN Type Content of Bundle

Windows OS 32-bit Windows 2003 Server Data Center Edition
Type/Version Optionl

Windows OS 64-bit Windows 2003 Server Data Center Edition
Type/Version Option2

Windows OS 64-bit Windows 2008 R2 Server Data Center Edition
Type/Version Option3

Optional Database 1

Microsoft SQL Server 2008 Enterprise Edition 64-bit

Windows I1S Web Server
Software

Provides the default 1S bundle available on the version of the operating system
chosen with the .Net packages installed

Linux OS Type/Version
Optionl

Red Hat Enterprise Linux 64bit version 5 with the base Red Hat packages

Linux OS Type/Version
Option2

Red Hat Enterprise Linux version 5 64-bit with WebLogic Server for up to the 50
GB disk Web hosting bundle

Linux OS Type/Version
Option3

Red Hat Enterprise Linux version 5 64-bit with the WebSphere Application Server
for the 50 GB disk Web hosting bundle

Optional Database 1

MySQL with Basic Level of vendor support which includes no phone support and a
limit of 12 incident reported to the vendor per year

Optional Database 2

MySQL with Silver Level of vendor support which provides 9-5 phone support and
no limit on the number of incidents reported to the vendor

Optional Database 3

Oracle 11g Standard Edition 64bit for the 10 GB and 50GB disk Web hosting
bundles with vendor support

Optional Database 4

Oracle 11g Standard Edition 64bit for the 150 GB disk Web hosting bundle with
vendor support

Apache + PHP stack

Includes vendor support from Red Hat

Apache + TomCat stack

JBOSS (includes Tomcat, Apache) - JBoss Enterprise Middleware Subscriptions
Platforms and Standards Support:

JBoss Enterprise Web Server 1.0.x
Component versions included

= Apache Tomcat 5.5

= Apache Tomcat 6.0

= Apache Tomcat Native 1.1
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Sub CLIN Type Content of Bundle

= Apache Web Server 2.2
= mod_jk 1.2.27

Includes vendor support from Red Hat

By supporting the State's requirements through the use CGI’s accredited ATO Cloud, CGI not
only meets the stringent security requirements, but also allows for more economical pricing
versus a dedicated environment. Since the CGI Cloud supports multiple Federal and State
entities, at contract end only the portions of the environment that carry the State’ s data, as per the
agreed to close out plan, will be turned over to the State. This excludes the infrastructure and
licensing.

New Jersey Department of Community Affairs
RFQ No.: RFQ776799S

Provided below are two diagrams depicting the proposed environments for SIROMS. The first
diagram includes the Development and QA/Test environments. The second diagram includes the
Staging/UAT, Production and Disaster Recovery environments.
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IT Service Management

CGI’s Government Cloud includes automated procedures for alignment and accountability. The
primary objective of service management is to ensure that IT services are aligned to, and actively
support, the organization’s needs. When IT processes and services are implemented, managed
and supported appropriately, agencies will experience less disruption, reduce costs and better
achieve mission objectives. We manage our network, storage, servers and virtualization using an
integrated suite of service management tools designed to implement ITIL standards and
processes. The tools enforce compliance with the processes, and automate operations for high
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efficiency, reliability, security and availability. As an example, we use several tools to perform
automated continuous monitoring. The tools are integrated with our incident management system
so that monitoring alarms are automatically recorded as trouble tickets and referred to engineers
for action. Our change management system controls the actions to resolve an incident, tracks
change requests associated with the incident and deploys the changes. Our network management,
server management and storage management systems are integrated using an orchestration
engine that automates the administration and patching workflows for the network, storage, server
and hypervisor layer.

Collectively, high-level information of the established policies, processes, procedures and the
Support Model are reflected within the Operational Framework, focusing on defining specific
roles and responsibilities along with clear accountability for each activity and task. We establish
an environment to foster participation from NJ-SIROMS in developing the Operational
Framework. We facilitate and conduct workshops to make sure NJ-SIROMS inputs and needs
are addressed.

OS Patching

We provide a hardened version of the OS (Windows Server Data Center Edition or Red Hat
Linux) including vendor support. We perform patching for the State. We create a service request
notifying the State that patching is needed and requesting approval from the Service Delivery
Manager representing the State and the security group. We patch on two different Saturday
evenings/Sunday mornings each month. OS patches are applied using BMC BladeLogic for
server automation, this automated process is repeatable, auditable, and allows for immediate
back out if required. Applications are patched either manually or using JBoss Operations
Network (JON). For databases, we provide quarterly patching of the database software. For other
Web Hosting software, we provide quarterly patching.

Incident Management

We use a single incident management system. The system is integrated into the Portal Service
Management system within the Government Cloud and provides trouble ticketing functionality
to users. Tickets and requests associated with the NJ-SIROMS are viewable on the Portal,
regardless of whether they are opened by the Help Desk, or directly by the NJ-SIROMS or by
other sources. The Contact Center, Tier 1 Help Desk, or key State employees can update open
tickets to provide additional information. The Portal allows for the support teams or contact
center to enter trouble tickets directly as an alternative to contacting the Help Desk. The incident
management system generates management reports such as the monthly Help Desk/Trouble
Tickets Report.

Major Incident Management

Our incident response capability is managed by the Incident Management Center (IMC), which
serves to facilitate communication and manage the response to security or other incidents related
to the environment. In the event of an incident, the IMC communicates information as
appropriate among stakeholders, and coordinates the effort of appropriate personnel to respond
to the threat, including detection and analysis, containment, and eradication. Following
eradication, the IMC coordinates the effort to restore and recover the system. Incident
Management Center (IMC) staff meets personnel security requirements commensurate with the
criticality/sensitivity of the information being processed, stored, and transmitted by the
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information system. Forensics assistance and capability is provided by the IMC, including
incident detection and recording to accurately record and recognize potential failures of services
provided. The initial information needed to create an incident is collected and recorded within an
incident ticket. The key to this activity is the accuracy and completeness of the information
recorded within an incident ticket.

Following a major incident the IMC conducts incident reviews, the assigned Incident Manager
builds and tracks action items and status, performs root cause analysis. When the cause is
unknown, the problem management process is invoked. They also assess the performance of
teams during recovery and provide constructive feedback. The major incident management
provides input to the continuous service improvement processes as part of our ITIL best
practices.

Problem Management
ITIL defines a ‘problem’ as the unknown cause of one or more incidents. Using these best
practices we apply problem management from two perspectives:

= Reactive - following a major incident completion
= Proactive - by identifying and resolving problems before incidents occur

Reactive and proactive approaches are executed within a two-phase process:

= Problem control phase: the root cause is identified based on diagnostic investigations
performed by multiple groups within our team, coordinated by a problem manager

= Known error management: once the root cause is known, operational teams are coordinated
to identify permanent corrective action or an acceptable workaround

The resolution to a problem invokes the Change Management Process.

Change and Configuration Management

Our Asset and Configuration Management process enables the accuracy, validity, integrity and
control of Configuration Item (Cl) data, facilitating at the same time other IT service delivery
processes. Configuration Management controls the Configuration Management Data Base
(CMDB), the core of IT delivery services. Technical documentation is considered a Cl and is
controlled within this process. The main activities for the Configuration management process
are:

= Configuration Management Planning and CMDB Structure Definition
= Create and Identify Configuration ltems

= Control and Maintain Configuration Items

= Configuration Management Data verification and audit

Changes to configuration items are managed through our change management process. Changes
are identified, recorded, managed and executed within the environment. Process starts when
changes are identified through approved Service Requests or initiated by Operations Teams.

Service Level Management

Our service level management process provides specific targets against which the performance
can be measured. It facilitates effective cost management of the services, monitors the service
components and ensures that maximum value is delivered through monitoring, reporting, and
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developing knowledge of the services offered. This process proactively prevents service failures,
reduces service risks and improves the quality of service, in conjunction with other processes.
Reporting and management of services and review of service level breaches and weaknesses
takes place within this process as well. Service Level Management provides coordination of
service improvement plans, planning and implementation of service and process improvements.

Scalability and Flexibility

CGI's Government Cloud meets the essential characteristics of cloud computing defined by
NIST as a model for enabling convenient, on-demand network access to a shared pool of
configurable computing resources (e.g., networks, servers, storage, applications and services)
that can be rapidly provisioned and released with minimal management effort or service provider
interaction.

The network management system dynamically establishes service networking components (e.g.,
VLANSs and firewall policies), enabling NJ-SIROMS to leverage our existing network bandwidth
as well as LAN infrastructure, including the network zones, firewalls, load balancers, core
switching and IP address assignment. Network infrastructure within the CGI cloud are deployed
with features consistent to providing unified connectivity, throughput, scalability, ease of
configuration, and secure or isolated access to hosting services. Within the CGI cloud computing
services, we deploy infrastructure for optimal throughput based on unified connectivity and
access to related services via aggregated high speed fiber links. Performance is essential within
the data center as well as access to external interfaces and connection points for clients. Network
and server features are consistent with some key elements below:

= High speed interfaces (Gig / 10 Gig)

= Port aggregation (i.e. ether or port-channel vPC)

= Cross-switch port aggregation (multi chassis ether channels)
= Support for trunk interfaces ( 802.1Q)

= Unified connectivity ( chassis)

= Dual stack IP support (IPv4 & V6)

= Private VLAN support

= Virtual device contexts (firewalls, load balancers, VDC)

= Layer 2/ Layer 3 support (VRF,MPLS)

= Clustering (stackable, Virtual Switch Systems)

= Encryption ( MAC level, IP SEC)

= Integration of Hypervisor, VMware, VVcenter, Vmotion ,partitions, and containers
= Ability to allocate CPU resources (network and servers)

Cloud Portal

CGI’'s Government Cloud Solution provides transparency through the Cloud Portal interface.
Our support staff and specified NJ-SIROMS staff access the cloud through the portal to
provision and de-provision cloud products and services. Those cloud products and services are
instantiated as virtual servers, bandwidth and storage within the cloud. The cloud itself rests on a
layer of virtualization software that separates the virtual devices from the underlying physical
servers, bandwidth and storage. The portal provides the tools that the NJ-SIROMS uses for
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managing and controlling products and services in the cloud environment (on-demand self-
service).

Key tools in the portal are:

= User Profile Management —maintains information about the user.

= My Services — provides order management, including presenting the products and services
the user has already provisioned, providing mechanisms for provisioning and de-provisioning
services and providing a mechanism for powering up and powering down virtual machines
and Web hosting servers.

= Performance Dashboard — provides a dashboard reporting on the use of provisioned
products and services. The performance Dashboard works as a control panel to monitor the
environment

= Service Cost Management — provides billing and invoice tracking.
= Service Catalog — provides a catalog of products and services from which the user can order.

Performance and Utilization Monitoring

We provide automated monitoring giving users visibility into near real time resource utilization
and operational performance including metrics such as CPU utilization, memory utilization, disk
utilization, network bandwidth utilization, and disk 1/0. We also provide server instance
operational status (such as pending, provisioning, powered on, powered off, and error).

Our approach is a secure cloud computing and services oriented solution for the on-demand self-
service Exchange environment which will facilitate the building and support of the NJ-SIROMS
for the required development, integration, system test, quality assurance/user acceptance testing,
training and production environments during testing, production and post-production of the NJ-
SIROMS

Service usage is monitored and usage units are accumulated and presented on a dashboard in the
portal. Users can drill down on dashboard elements to see the underlying details. This provides
users with visibility into service usage, enabling them to control and optimize resource usage. As
illustrated in Figure 3.1.7.1-1, the dashboard offers visibility into service usage.
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Figure 3.1.7.1-1. Metering Usage on the My Usage Page

CGI’s Government Cloud includes the following performance utilization and monitoring
capabilities provided via the Portal:

Monitoring activities include:

= Server automated hardware fault reporting - automatically uploads diagnostic data to the
vendor when hardware failures occur so technicians arrive onsite with the required parts for
repair.

= Active security monitoring - monitors across the infrastructure and performs real-time
security alerting and analysis.

= Network and host-based intrusion prevention - 24x7x365 monitoring by both network and
host-based Intrusion Prevention Systems (NIPS & HIPS).

= Anti-Virus - every server is protected against malicious software by anti-virus scanning.

= Application Monitoring - systems are monitored remotely and retrieves specific monitoring
data for metrics such as central processing unit (CPU), disk, and log file monitors. It
evaluates the data and sends alerts as needed.

= Clients served / supported

= Number of Servers, DASD

We use a comprehensive monitoring solution, called SIERA, to monitor the performance of
systems like those proposed for NJ-SIROMS. SIERA provides monitoring for application
components, and for the underlying hardware infrastructure. It tracks response times and system
component availability using a series of service-oriented monitoring agents and integrated
monitoring software products.

The service impact events generated by SIERA are integrated into our Incident Management
process by generating incident records associated with the detected component in Remedy ITSM
system. From there, the incidents are assigned to the appropriate team for action and disposition.
SIERA, along with our IT Service Management solution, provides a historical record that allows
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us to meet or exceed response time and technical infrastructure availability requirements defined
in the OF and covered under the IT governance policies.

An overview of the SIERA solution is provided in Figure 3.1.7.1-2. The design of SIERA
incorporates many years of experience delivering IT services, and was developed in concert with
monitoring agent software vendors to provide a leading edge service management monitoring
environment.

Figure 3.1.7.1-2. Integrated IT Service Management & Monitoring

For operation of the cloud, we have extensive automated monitoring of network, servers and
storage infrastructure to detect conditions that might impact availability and performance. This is
integrated with our incident management system for rapid notification to our engineers of
monitoring alarms.

Our team provides on-going performance testing, performance monitoring and remediation of
services. By nature, we are pro-active, anticipate performance issues and address them before
they impact service.

High Availability

We achieve high availability as required by the State of NJ to meet 99.50% through an
infrastructure engineered with redundancy and automatic failover for critical devices including
network and storage. Because CGIl's Government Cloud is provided as a service, the state does
not need to be concerned with replacement guarantees. We use highly reliable server hardware
platforms with redundant components (such as power supplies), and fail-soft components (such
as memory). In the event a physical server fails, VMs are automatically moved to another server
—we maintain sufficient capacity to allow for failover. Our infrastructure is housed in data center
facilities that are engineered to support high availability through N+1 redundant power and
cooling, plus back-up power provided by batteries and diesel generators. We enable high
availability with our extensive security and performance monitoring integrated with our trouble
ticket system, allowing rapid response to monitoring alerts. We have a view of incidents across
our data center through our 24/7 operations control center. As well, we check ourselves
internally by conducting internal audits and validating that each of our processes are being
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3.1.7.2 Connectivity / Communication

CGlI will provide and maintain network services required for the operation of the NJ SIROMS
network. CGI’s data centers provide NJ with a highly secure and direct connection to the hosted
applications for securely passing user credentials and integration with internal systems.

The client environments in the cloud must communicate using private IPv4 addressing within the
clouds and to private IPv4 addressing used for management SSL VPN access. This means that
the environments do not operate in isolation, but that any IPv4 addressing can be assigned to the
NJ servers. The NJ servers are “tethered” to the management stacks of the cloud for service
access like AD, DNS, Team CGI management, backup/restore, SSL VPN access, etc.

Only the servers necessary for application or reporting function will be exposed to the NJ's
WAN. This simplifies the traffic patterns between NJ s network and the clouds and provides for
effective security of management communications.

CGI’s Cloud shared infrastructure including switches, routers, firewalls, has built in redundancy
and FISMA compliant. Each client has network isolation where VLANs for each account
logically separate each customer’s network.

Figure 3.1.7.2-1 below provides a WAN network diagram of the proposed NJ SIROMS
environment. The proposed SIROMS application is Internet-based. Internet connectivity is
provided is support of end user connectivity to the system. A redundant MPLS Cloud network is
included to provide connectivity to the necessary State of NJ agencies.
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Figure 3.1.7.2-1. NJ SIROMS WAN Network Diagram.
3.1.7.3 Security

CGl's enterprise security management services encompass the governance, strategies,
frameworks, plans and assessments necessary to create and manage an effective enterprise-wide
security program. Our focus is to work with our customers to articulate the appropriate
governance and policies to achieve enterprise goals. With our systematic approach, CGI
establishes an overall risk management framework that takes into account the unique risk profile
of the NJ SIROMS solution and the associated regulatory and privacy requirements.

Security management goes beyond the physical levels that provide the access and control
mechanisms for the facilities or infrastructure. It applies to protection of the software,
applications and data from corruption, or unauthorized intrusions, in order to maintain integrity.
Dealing with these possibilities involves the analysis of potential threats and requirements
surrounding the level of protection needed by the State to ensure data confidentiality and
integrity as well as service availability.

The CGI Team proposes these services for analyzing, establishing and documenting security
functions across the SIROMS IT environment:

= Security planning. During implementation, as part of the Operational Framework activities
and system design, CGI will review the level of security that the State and Federal
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Government requires, including N.J.S.A 56:8-161 through N.J.S.A 56:8-166 regarding
Personally Identifiable Information (“PII”) in IT systems, as well as the areas of potential
attacks and risks (data, access, and systems). Planning will include an assessment of security
changes and new requirements, highlighting the protection levels, risks, costs, effort and
additional infrastructure dependencies.

= Security validation at the CGI Data Center. Once CGI assesses the level and degree of
security required from the existing Security Policies, we will work to verify CGI’s
capabilities in achieving them.

= Establishing the physical network infrastructure. CGI will review the existing Security
Policy to verify if the policy adequately addresses the physical and logical threats to the
network which includes internal network monitoring, firewall issues, internet access and any
other network access elements (CIs) that support the services. Following this review CGI will
work to update the plan including the establishment of roles and responsibilities.

= Ongoing security coordination. Based on the roles and responsibilities determined during
transition and documented in the Operational Framework, CGI will coordinate the
established policies and procedures. These activities include monitoring, periodic audits and
penetration testing.

Security planning activities will identify the roles and responsibilities for CGl, third party
Contractors and state teams. Based on this determination, CGI will coordinate to ensure that
either the existing Security Plan or gaps identified in the remediation plan (as a result of initial
assessment) addresses the following practices and at a level or frequency as warranted:

= Real-time detection, alert and response capabilities for potential security breaches of high
criticality computing and storage systems

= Security event logging

= Processing of logon/access requests and password resets, as per the security and application
guidelines

= Performance of periodic testing on all managed computing components, technologies, and
control measures impacted

= |dentification of possible breaches, security violations or non-compliance to security policies

= ldentification of changes to alleviate potential risks (e.g. additional protection methods,
firewalls or software parameter changes)

= Performance of periodic security audits and reviews on all control measures, monitored
elements, processes, or technologies

= Monitoring of security measures and element performance for security incidents, vs. the
security goals, policies and service level requirements such as:

= LAN infrastructure (e.g. hardware, software, and environmental infrastructure components)
= ID and password standards, password resets
= Breaches, security violations or non-compliance to security policies

= Changes to alleviate known risks (e.g. additional protection methods, firewalls or software
parameter changes)

= Performance information and recommendations based on the resulting data and analysis
Periodic Audits
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Security management also goes beyond the physical levels that provide the access and control
mechanisms for the facilities or infrastructure. This applies to protection of the software,
applications and data from corruption, or unauthorized intrusions, in order to maintain integrity.
Through regular security audits (internal and possibly by external sources) and reviews of
security measures and analyzes of their effectiveness, various threats, risks and potential impacts
will be uncovered. These may include internal and external threats, such as unauthorized access
to the data or systems, or the corruption of software and data from intrusions, viruses or system
outages. Dealing with these possibilities involves the analysis of potential threats and
requirements surrounding the level of protection needed by the client to ensure data
confidentiality and integrity as well as service availability.

Through firm controls and management that can be defined in structured SLAs, all efforts are
made to apply preventive measures and maintain a secure and stable environment for IT
infrastructure, systems, applications and data under CGl's and the contractor’ s responsibility.

Compliance and audit activities are performed at multiple levels:

= Self-audit process (automated and manual) is put in place to measure the effectiveness of
controls and verify that security requirements have been met at the SLA level.

= Enterprise Security performs periodic assessment/review of security controls within the
company.

= CGl Internal Audit performs security audits based on enterprise risks

= External auditors assess CGI for SOX compliancy and 5970/SAS 70 audits.

CGI has modeled its risk management framework on COSO (Committee of Sponsoring
Organizations), which was established to help entities formulate their risk management process.
Our risk management process will be used to third party contractors existing Security Policies
and to identify risks in a timely manner.

Good enterprise security requires resources, diligence, common sense and, most of all, a clear
realization by management that the integrity of their enterprise’s infrastructure and the assurance
of its assets are at stake. For this reason, a close and balanced relationship will be established
between governance, best practices and security in order to manage risk and ensure that
appropriate enterprise assurance levels are achieved and sustained.

CGI will be responsible for reviewing business and related information and security risks that
could affect the ability of the State to achieve its business objectives that are outlined in an
existing Security Policy and/or within existing SLAs. This review is performed via our
Enterprise Risk Management process and commences with the evaluation which includes the
following types of risks:

= Environmental —external factors such as legal, environmental, economic, customer and
competitor that may influence operations and ability

= Process — operation, financial, integrity, technology risks impacting the ability to achieve
existing plans

= Information for decision making — the risk that systems, structures, and processes do not
provide timely, relevant and accurate information to support the measurement of success of a
Service Level Agreement or business objectives.
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CGlI’ s risk management process is ongoing. The introduction of controls or strategies to ensure
that we are able to meet our business objectives is an ongoing effort by Management. In general,
changes to controls or introduction of new processes to reduce risks come in the form of the
strategies developed by each organization as an output from the enterprise risk assessment, and
from Internal Audit recommendations.
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Third Party Intrusion Testing
Where contractually required or required by regulatory compliance, we work with third parties to
have penetration tests performed against its hosted environments. The approach has three phases:

= Information gathering, where information about the application(s) and the infrastructure is
collected to identify high level architecture and design weaknesses. As well, the third party
identifies critical components of the environment. Also, we and the third party establish and
agree on rules of engagement, to minimize the possibility of outages to production systems
during the scanning.

= Vulnerability discovery phase, where the third party uses commercial, open-source tools, and
manual testing to identify vulnerabilities. Automated tools are leveraged to map the
application, determine the security posture, and quickly discover common vulnerabilities.
Most of the vulnerabilities are discovered during manual testing. Both unauthenticated and
authenticated testing can be performed to identify weaknesses within all components of the
environment and application.

= Vulnerability analysis phase, where the third party validates the results of the automated tools
with manual techniques and correlates with manual testing results. As many false positives as
possible are removed from the final report, in this manner. Critical findings are normally
delivered to us immediately for appropriate remediation.

Once the final report is delivered, we work with NJ-SIROMS to determine the action plan for the
findings, based on the vulnerability rating assigned by the third party, as validated by us,
considering mitigating safeguards. Changes to the environment and application are strictly
processed in accordance with established Change Management processes.

Security Reporting
Finally, CGI consolidates and provides regular security reporting based on on-going performance
and analysis, to include the following:

= Security monitoring results of the IT infrastructure and environment (e.g. number of
incidents resulting from unauthorized accesses, intrusions, breaches, and data corruption)

= Risks and vulnerabilities of the environment, infrastructure, systems and people

= Countermeasures that have been implemented, with their success rates

= Recommendations to improve results

= Deviations from security policies and service level agreement requirements

= Deviations from contractual obligations by CGI or external vendors

= Changes or revisions made to security requirement

CGl is the final stages of obtaining PCI certification of the infrastructure layer of the CGI

Phoenix Data Center. As a result of having a PCI certified infrastructure, CGI shall provide a
secure environment that has been validated by a QSA (Qualified Security Assessor), allowing
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merchants to establish a secure cardholder environment and to achieve their own certification,
having confidence that their underlying technology infrastructure which CGI is providing is
compliant. Achieving PCI DSS 2.0 validation for CGI helps our customers obtain their own PCI
certification. Our PCI compliance demonstrates CGI commitment to information security at
every level. Compliance with the DSS standard, validated by an independent third-party audit,
confirms that our security management program is comprehensive and follows leading practices.

In regard to HIPAA compliance, as a foundation you must understand that CGI’s laaS Cloud
service received Authorization to Operate from the Federal GSA Agency’s Joint Authorization
Board (JAB), which was based upon an assessment of security controls implementations as
defined in NIST SP 800-53 rev3 (Recommended Security Controls for Federal Information
Systems and Organizations). NIST SP 800-53 is the primary guidance for risk determination as
defined in NIST SP 800-37 (Guide for Applying the Risk Management Framework [RMF] to
Federal Information Systems).

All of the HIPAA Security Rule Standards aren’t applicable to CGI laaS Cloud environment/ NIST
SP 800-53 security controls. Those exceptions are noted in the NIST SP 800-66, Appendix D as
“Does not map”. A thorough assessment of CGI laaS Cloud System Security Plan (SSP) security
controls implementations has been performed to ensure that all applicable Security Rule Standards
were achieved and HIPAA compliance validated.

In support of the HIPAA compliance NIST developed NIST SP 800-66 revl (An Introductory
Resource Guide for Implementing the HIPAA Security Rule) which states.. “ The HIPAA Security
Rule is all about implementing effective risk management to adequately and effectively protect
EPHI” [Section 3]. And further states .. “The NIST RMF provides the covered entity with a
disciplined, structured, extensible, and repeatable process for achieving risk-based protection related
to the operation and use of information systems and the protection of EPHI.” [Section 3.1].

The mapping of SP 800-53 security controls to HIPAA Security Rule standards and implementation
specifications is of particular importance because it allows for the traceability of legislative and
regulatory directives, such as HIPAA and FISMA, to underlying technical security configurations.
NIST SP 800-66, Appendix D provides a catalog of the HIPAA Security Rule standards and
implementation specifications within the Administrative, Physical, and Technical Safeguards
sections of the Security Rule as mapped to 800-53.

CGI has been granted a cloud security Provisional Authority to Operate (P-ATO) by the Joint
Authorization Board (JAB) of the Federal Risk and Authorization Management Program
(FedRAMPSM). FedRAMP is a U.S. government-wide program that standardizes the approach
to security assessment, authorization, and continuous monitoring for cloud products and services

For FISMA compliance the Enterprise Cloud is deployed in a“Federal-Only” pod. An integrated
Cyber Defense strategy protects Cloud environments comprised of: virtualization tools to
separate applications from hardware; a full suite of security products to monitor and protect both
the infrastructure and virtual deployments from unauthorized internal or external use; and
ongoing support, management and monitoring from a Security Operations Center (SOC). The
Enterprise Cloud uses VMWare ESX 4.x for virtualization. Data isolation is performed at the OS
Layer; no two client Operating Systems are shared. From a network perspective, each client is
separated by use of private VLANSs. The Enterprise Cloud has been audited against NIST 800-

May 14, 2013 — Presented to New Jersey Department of Community Affairs 3-57



Cal

53rev3 controls at the “Moderate Impact” level for FISMA compliance of existing federal
clients.
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At the network layer, we install firewalls and Intrusion Prevention Systems (IPS) to provide
perimeter security control. At the hosting system layer, we harden servers, use anti-virus and
anti-malware software and provide authentication for remote VPN access to the environment by
administrators. When required, application communications can use Secure Sockets Layer (SSL)
to authenticate data transmission using a mutually trusted certification authority to guard against
a man-in-the-middle attack that alters data. At the management layer, Team CGI provides
auditing, logging and Security Information and Event Management (SIEM) to detect malicious
alteration of data or software hosted at our data centers. Upon request we will provide the State
of NJ with documentation to support FISMA and audit and reporting requirements, including
Certification and Accreditation (C&A) documentation. We have proven experience supporting
security audits and A&A for the government as demonstrated by our support of GSA’s audit of
the laaS platform to successfully achieve ATO.

Figure 3.1.7.3-1 summarizes the OS-related security services included with our cloud services.

Service ‘ Description
Operating CGl provides a hardened version of the operating system (Windows Server Data Center
System Edition or Red Hat Linux) including vendor support.
Operating This comprises hardened and patched OS images in our cloud library to be used to instantiate
System a VM. We provide patches as Change Requests to the customer. If the customer approves the

Administration | application of the patch, we will apply the patch during the maintenance window selected by
the customer. Customers have administrative access to the OS. Response to virtual machine
and OS-level incidents is the responsibility of the customer, unless incidents are caused by our
cloud infrastructure or an incident is the result of our action.

Antivirus Anti-virus software with automatic updates of virus definitions. For Windows-based OS, this
software also provides limited blocking of in-bound and out-bound email, by preventing
unregistered applications from sending and receiving email. Applications that require email
access can be registered with our Anti-Virus server by submitting a Change Request ticket.

System Signature-based periodic monitoring of syslogs on the operating system for malicious activity
Information or errors. We maintain logs online for up to one year.

and Event

Management

Security CGl provides security incident response to alerts from the antivirus, system information and
Incident event management reviews, vulnerability scans and other security incident reporting. Our
Response response is described in our security incident response plan, which is available at the URL

describing our service. CGI requests government customers provide a point of contact and
escalation plan so that we can keep cognizant government staff informed during an incident
response. CGI reserves the right to take a Web hosting bundle offline during a security
incident response.

Advanced Monitoring of the health and availability of the operating system with alerts sent to the
Operating customer when there issues or incidents are found. This service includes dashboards of the
System environment showing a management view of the use and performance of the customer’s
Monitoring services.

Quarterly OS CGl performs quarterly vulnerability scanning of the operating system. CGI provides scan
Vulnerability results to the government customer representative responsible for responding to the scan
Scanning results and providing CGI with a response to each item for the quarterly POAM submission.
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Service Description

VPN Account CGI supplies one dual factor authenticated host-to-gateway VPN account with each Web
with Dual hosting bundle for connectivity to the portal and to the customer’s provisioned servicesin the
Factor cloud.

Authentication

Figure 3.1.7.3-1. OS-Related Security Services for Web Hosting Bundles

3.1.7.4 Disaster Recovery

Given the mission of the NJ Sandy Integrated Recovery Operations and Management System
(SIROMS), the Disaster Recovery (DR) Plan and Continuity of Operations Plans (COOP) must
be considered fundamental and key to the overall success of the program. It is inherent that in
time of natural or manmade disaster, SIROMS will be available to provide services to the
citizens of New Jersey. The CGI team acknowledges that we will play a crucial role in providing
Disaster Recovery services in support of the SIROMS environment. We are clear that we will be
responsible for the Disaster Recovery Plan and the Continuity of Operations Plan. We are also
clear that third party Contractors have significant roles and that CGI has a role to ensure that
those parties execute their obligations to the satisfaction of the State and are compliant with their
contracts.

CGl provides Disaster Recovery (DR) services to facilitate the process, policies and procedures
related to preparing for recovery or continuation of a client’s technology infrastructure critical to
their organization after a natural or human-induced disaster. CGI has a Continuity of Operations
Plan (COOP) for the Phoenix Data Center (PDC) and each individual Client’s Disaster Recovery
Plans are a component within the PDC’s COOP.

Clients develop a Recovery Time Objective (RTO) and Recovery Point Objective (RPO) that
meets their business continuity requirements necessary to protect the critical components of the
business. This process will determine the priority in which applications are recovered. The
proposed solution currently reflects a 4-hr RPO and a 24-hr RTO, however this is modifiable
based on client requirements.

CGlI has Enterprise Agreements with SunGard specificaly developed for CGI’s hosted Clients
that subscribe to DR services. The agreement provides for integrated recovery capabilities and
can include various hardware infrastructures to best address the requirements of those Clients
requiring DR.

Disaster Recovery Services include the following:

= Develop aclient’sDR Plan
= Prepare and execute annual test of the DR Plan

= Document DR Test results, audit test results to client’s business continuity requirements,
recommend changes and adjustments to DR Plan as needed.

= Maintain and update the DR Plan to reflect any change in supported hardware and or
software configuration. Verify DR Plan maintains alignment with client’ s business continuity
requirements.

= Upon declaration of a disaster, execute the DR Plan including all operational and technical
support necessary to meet documented objectives.
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= Operation and maintenance of fault tolerant systems that in the case of component or
hardware failure, should not be down for more than four hours; and the restored systems
should have no more than 20% loss in performance or functionality, and no data loss should
be observed

= Performance of system and data backups compliant with the States approved backup
schedule

= Quarterly Media Integrity Recovery Tests
= File and Application Restores from Backup

Nightly automated backups to tape are performed each business day and include both customer
web hosting environments and CGI Cloud management infrastructure. We administer, maintain
and test virtual machine and system backups in accordance with the GSA laaS BPA.

Tapes are stored both onsite and at an NARA-compliant offsite facility 25+ miles from the data
center. Tapes are rotated offsite after each business day, and backups are retained for ten days.
These backup tapes permit us to selectively recover infrastructure and web hosting
environments. All SIROMS data is stored within the United States. When requested by the State
Contractor Manager, CGI will develop a task LOE and plan for providing the State with a
monthly copy all data. For web hosting services, a backup is performed for application disaster
recovery that meets the specific requirements for each hosted website. For the databases, we
perform a nightly incremental backup and a weekly full backup to tape. On a quarterly basis,
representative sample tests are performed to recover virtual machines from backup. During the
annual disaster recovery exercise, the recovery of virtual machines containing critical
information, such as databases or document/indexed content, is validated.

CGI has extensive experience in the DR and COOP domains achieved from our delivery of these
services to dozens of clients, including many Federal and state government customers.
Additionally, CGI provides disaster recovery data center capability at each of our global data
centers, including our data center in Phoenix Arizona. We have dedicated disaster recovery
practitioners and will engage the appropriate resources to assist in conducting the DR and COOP
assessment and in development of the plans and exercises. The result of our experience,
knowledge and ownership of these responsibilities will be well documented, tested, and effective
disaster recovery and continuity capabilities.

3.1.7.5 Contingency Plan

NIST Special Publication 800-53A - Guide for Assessing the Security Controls in Federal
Information Systems and Organizations (http://csrc.nist.gov/publications/nistpubs/800-53-
Rev3/sp800-53-rev3-final_updated-errata_05-01-2010.pdf)

The CGI Recovery Coordinator will work with the State of NJ Contract Manager to provide
plans and technology solutions that provide for end-to-end contingency and recovery capability
according to NIST 800-34 which conforms to NIST 800-53A. We work with the State of NJ,
application owners, application maintenance teams, and other State of NJ contractors to develop
and implement plans. We perform a Business Impact Analysis to assess component availability
metrics, risk mitigation strategies, and costs options. The plan will provide recovery procedures
in the event of catastrophic loss of single and/or multiple facilities and/or related services. Well-
defined service levels, escalation procedures — response intervals and resource training create
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executed annually to confirm recovery viability; the test results report will be published for NJ
Management.
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3.1.8 Support Services

Team CGI wil provide support services that are essential to effective and efficient
implementation and operations of the SIROMS solution. These support services are:

= |IT Service Desk & Help Desk
= Issue Tracking

= Training

= Configuration Management

3.1.8.1 IT Service Desk & Help Desk

Team CGI will provide highly responsive IT service desk (helpdesk) services that helps
SIROMS end-users maintain their productivity and focus on their mission—assisting State
residents impacted by Superstorm Sandy.

We model the SIROMS Service Desk after CGI’s ISO/IEC 20000-1 certified service desks that
globally handle over 4 million contacts annually for 2 million government and commercial users.
These service desks use ITIL practices, supported by enterprise-class tools to manage call
queues, route calls intelligently, log contacts, and manage the workforce. This has enabled CGI
performance metrics for abandonment rate, speed to answer, first-call resolution and customer
satisfaction to be consistently better than Gartner’ s industry averages.

Figure 3.1.8.1-1 shows how we structure the SIROMS service desk to efficiently provide users
with highly responsive support.

Figure 3.1.8.1-1. Service Desk. Our team’s service desk provides users with highly responsive support.
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Our approach for the SIROMS Service Desk has the following characteristics that in our
experience contribute to achieving high service levels, while delivering cost savings:

= Locate the Service Desk on New Jersey DCA premises in Trenton, NJ. Collocation with
other Team CGI personnel permits rapid scaling of the Service Desk in response to demand
spikes and quick access to expertise for rapid resolution of end-user issues.

= Staff the Service Desk to handle 150 to 180 calls per day with ability to scale during outages
and major releases. (Service Desk hours of operation are 7am to 6pm ET Monday through
Friday except for State holidays.)

= Log all user contacts— phone, email—using BMC Remedy running at the CGI Data Center.

= Drive for high first-call resolution through:

— Training Service Desk staff to understand the business functions provided by the system
and the business processes that they support

— Level 1.5 technician (senior level 1 technician) co-located with service desk personnel to
immediately intervene when a level 1 technician cannot rapidly resolve a request.

— Continual training and a rich knowledgebase to which service desk and other support
personnel are empowered to contribute.

= Route tickets requiring escalation through a queue manager who matches each ticket to the
right internal or external team and then monitors the tickets for timely resolution. For tickets
handled by Team CGl, the queue manager routes the ticket to the person with the right skill
level and availability to complete the task. The queue manager also provides feedback to the
level 1 to improve first-call resolution.

= Configure the system to automatically alert the service desk manager when ticket response
SLA is in jeopardy.
= Confirm the user agrees with the resolution before closing the ticket.

= Automatically send a survey to the user after a ticket is resolved. This provides an objective
measure of performance and a basis for Continual Service Improvement (CSI). This also
supports reporting end-user satisfaction to the State Contract Manager at least twice each
year.

= Act as a communications conduit to the user community. This creates consistent, structured
communication.

= Use metrics and reports from the ticketing system to continually monitor service desk
performance and trends. This also supports reporting of actual performance against expected
services level as set forth in the Service Metrics Table.

The processes and procedures followed by the Service Desk are based on ITIL Version 3
processes for Incident Management, Request Fulfillment, Access Management, and Problem
Management. The Service Desk manager, as the process owner, is accountable for the
development, documentation and continual improvement of these processes to maintain a highly
effective service that strives to exceed service level agreements.

To establish the Service Desk we collaborate with the State to design the procedures. The
procedures include the capability to pass incidents and support requests to subcontractors or to
other State Contractors or Departments. The Service Desk documentation provides the following
detail:
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= Process flow diagrams with swim lanes to indicate responsibility for the activities

= A responsibility assignment matrix (RACI) to clarify interaction between the various groups
involved in user support, incident management, and issue resolution

= Interface points with external groups and systems, including data required to be passed

= Instructions about the data required from the requestor to create a new ticket that has
sufficient information for resolution

= Instructions about the data required to resolve a ticket, so that tickets have sufficient
resolution information to support the knowledgebase and problem management

The State benefits from our use of Remedy to track each ticket from first contact with the
Service Desk to resolution. Remedy provides real-time visibility into the status of each ticket. It
also provides a rich source to mine for data about the performance and quality of our services
through metrics such as response times, resolution times, defect counts, outage durations, etc.
Metrics summarized from the tickets are presented in the weekly status meeting with the State.

Remedy data enables us to produce reports that help our team to effectively manage system
capacity and performance, manage personnel and do problem management as part of continual
service improvement.

To measure end-user satisfaction we use a tool to send a short survey to the ticket originator after
we close the ticket. This enables us to continually monitor service desk performance and
generate reports on user satisfaction to the State Contract Manager. The following industry
standard questions are used in the survey.

1. The courtesy of the analyst?

The technical skills/knowledge of the analyst?
The timeliness of the service provided?

The quality of the service provided?

The overall service experience?

ok wn

The end-user responds to each survey question by indicating satisfaction on a scale of 1 to 5,
where 5 is extremely satisfied. Complaints receive a call from our quality analyst, so that a root
cause is identified and the issue that caused the end-user to be less than satisfied is addressed.

Problem management is central to continual service improvement. Our Problem Manager within
the Service Desk team is accountable for the problem management process shown in Figure 2.
The problem manager does the following:

1. Mine resolved tickets to select individual tickets for Root Cause Analysis (RCA), and detect
patterns for RCA.

Look at service level trends to identify threats requiring RCA.
Enter and assign problem tickets for RCA, and monitor through resolution.
Enter known errors into the known error database (knowledgebase used by service desk).

Make recommendations for improvements to the organization, procedures, tools, and
hardware/software based on cost-benefit analysis.

gk wn
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Figure 3.1.8.1-2. Problem Management. Our problem management process promotes increased service quality by
pro-actively addressing threats.

3.1.8.2 Issue Tracking During Testing

Diligent tracking of issues found during User Acceptance Testing (UAT) helps acceptance
testers efficiently validate software releases and provide the data necessary for the State Contract
Manager to approve the release.

The tool we use for defect tracking throughout the system development lifecycle, including
UAT, is Microsoft Team Foundation Server. This enables us to easily link defects and fixes to a
specific software component and version, facilitating configuration management and UAT
regression testing of fixes.

State acceptance testers log UAT issues in the test defect tracking tool. We monitor this and
develop a plan to resolve each issue, based on priority and level of effort. When State acceptance
testers receive a build with the fix, they rerun the test case to verify the fix and close the issue.
The Team Foundation Server tool enables testers to view status of fixes and incorporate this
information into their status reports.

Our preferred test support model is to work side-by-side with the State acceptance testers so that
we can immediately analyze issues as soon as they occur to determine if the problem lies with
the code, test case, data, or environment. This approach dramatically accelerates completion of
testing.

3.1.8.3 Training

Training is key to enabling users and administrators to effectively and productively use SIROMS
right from the start. To that end, Team CGI provides training as described in Figure 3.1.8.3-1.
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Type of Training Description Audience
End User Training on using the SIROMS application functions End users
supporting the CDBG-DR Program
Administrator (super- Training on using the SIROMS application administration Administrators
user) functions to manage data entities such as users, roles,
processes, business rules and lookup tables.
Reporting and Bl Train users to generate standard reports, create ad hoc reports | Program analysts
and use the Business Intelligence tools to perform data
analysis
Online Help Materials viewable via a menu selection in the application Application users

user interface

Figure 3.1.8.3-1. Training. Our training course enable users and administrators to be effective and productive
right from the start.

Team CGI will provide Train-the-Trainer sessions to deliver the training courses to State-
designated personnel, who will deliver the training course to the intended audiences. We will
train 100 DCA employees and 50 employees of other State Contractors and Departments in
groups not to exceed 25 persons per session.

We develop highly effective training for the State by approaching course development with the
rigor of a project. We plan the project, define requirements, design the curriculum, develop the
materials, and test the end-product. This training development lifecycle is shown in Figure
3.1.8.3-2.

Figure 3.1.8.3-2. Training Development Lifecycle. Our training development life cycle focuses on design of user-
centric training with appropriate supporting tools that we continually improve through lessons learned.
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The steps of the lifecycle are as follows:

= Plan the Training—we develop a Training Plan that describes the objective, scope and
schedule for training. Once approved by the State Contract Manager it becomes the guide for
the development and delivery of training.

= Design the Curricula—each course is designed to define the topics, exercises, tests, format,
delivery mediums and timeline. For SIROMS we will create courses for the following
specific audiences: End users, super-users, and administrators.

= Develop the Student Materials—for each course we develop student materials to include:
lectures, interactive simulations, tests and hands-on exercises.

= Develop the Training Application Environment—the training application environment
allows students to practice what they learn, giving them a level of understanding not
otherwise achievable. We load the environment with data tailored for the hand-on exercises.
We refresh the data in the environment from a training baseline before each training session.
The environment is kept up to date with production via the change management process.
Team CGI and State Training leads will approve new releases to the training environment to
prevent disruption during training sessions and permit any data updates to be synchronized
with the release.

= Develop Instructor Materials—to aid the State trainers, we develop supporting materials
that help them in the preparation and delivery of a session. Materials include how to setup the
classroom/webinar, supplies and equipment required, instructor notes, and exam answers.

= Develop Training Administration Tools—tools facilitate managing and coordinating the
training schedules, invitations, and rosters.

= Deliver Pilot Training Course—pilot training is an important element in the overall success
of the training program. Pilot course attendees are hand-picked for their ability to
constructively critique the course for improvement. Pilot training enables our team, including
the training specialist, to identify both strengths and weaknesses in the training plan,
curricula, training data, training scenarios, and delivery approach. We incorporate lessons
learned from the pilot training into the training for roll-out.

= Launch Training—we provide training to State trainers on each of the courses we develop,
by delivering the training to them asif they were the courses’ target audience. Because State
trainers may want additional information for in-depth understanding, our train-the-trainer
courses include references to background documentation. We will deliver the training in a
classroom located at a State facility. Our classroom training can be supplemented by Web
conference should some students be unable to physically attend.

Team CGI administers the training program for sessions we deliver. Training administration
includes managing areas such as training registration and cancellation, training credit, course
evaluation and feedback. We will build the processes and tools for training administration with
the needs of the State trainers in mind, providing them with capability to administer their training
program.

= Continual Improvement—continual improvement hinges on the training evaluation
process. Trainees are asked to anonymously fill out surveys to evaluate the quality of training
content, knowledge level of the instructor, and overall satisfaction with the training course.
Feedback from the students helps us improve the materials and subsequent training sessions.
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We develop training status reports to capture the overall training program progress. Data —
such as number of users trained, number of training classes conducted and training locations
—is provided in the training report.

New Jersey Department of Community Affairs
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3.1.8.4 Configuration Management

Providing a reliable, secure, highly available service to the State requires strict management of
configuration of the components making up SIROMS. We integrate configuration management
with change and release management processes to achieve this. Team CGI brings extensive
experience operating configuration and change management processes in a federated multi-
vendor scenario. The approach, used by Team CGI in similar operational environments, focuses
on communication and coordination to promote successful change.

We use the Configuration Management (CM) standards outlined in the Software Engineering
Institute (SEI) CMMI Level 3 and the ITIL v3 Service Asset and Configuration Management
(SACM) processes. Using these processes, we track and control services, hardware,
infrastructure software, business applications, documentation, control data, and release packages.
The information stored about these components or configuration items is used to do the
following:

= Allow Team CGI to perform impact analysis and schedule changes safely, efficiently and
effectively, thus reducing the risk of changes adversely affecting the production environment

= Provide problem management personnel with the understanding about the relationships of
items they require for effective root cause analysis

= Facilitate adherence to legal obligations, for example, maintaining compliance with vendor
license agreements

= Contribute to contingency planning for the restoring IT Services in the event of a disaster
= Improve security compliance by tracking the versions of configuration items in use

The features and benefits of our approach are shown in Figure 3.1.8.4-1.

Benefits

= Industry-standard approach with common terminology
= High availability and security through well-controlled
changes to configurations

= Supports control and coordination across the program

Features |

Documented change and configuration
management processes based on CMMI and ITIL

Tailored to integrate with the State environment
comprising multiple contractors, departments and
interfacing systems

Explicit identification of stakeholders to review
and approve each type of configuration change;
engage stakeholders in planning, executing, and
verifying each request for change

= Low-risk implementation of changes and releases
= Other contractors and departments are prepared for
changes

Data center auto-discovery tools such as BMC
Atrium Discovery and Dependency Mapping
(ADDM)

= Maintain accurate Configuration Item (CI) records
= Maintain infrastructure compliance with security
policies

Microsoft Visual SourceSafe for managing
application software configuration

= Version control of software components protects the
integrity of releases

= Rollback support to reverse changes in the event of
problems to sustain high quality production services
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Features Benefits

= Enables multiple application releases to be developed

in parallel so that immediate business needs can be
satisfied without jeopardizing longer terms needs

Figure 3.1.8.4-1. Change control and configuration management features and benefits.

We use a Configuration Management Data Base (CMDB) to create, store, and track the
functional and physical characteristics of each configuration item (ClI), including traceability of
changes. We institute CM during our implementation and maintain steady-state operations as
illustrated in Figure 3.1.8.4-2.

New Jersey Department of Community Affairs
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Figure 3.1.8.4-2. Configuration Management. By controlling the components making up SIROMS, we sustain
reliable, secure and highly available service for the State

To maintain configuration accuracy and quality we tightly couple Configuration Management
with Change Management. A Change/Modification Request is required for any change to the
Production configuration. General examples of these types of changes include:

= Production fixes to resolve software, hardware, or configuration defects

= Application enhancements

= New reports or changes to existing reports

= New interfaces or changes to existing interfaces

= Updates to operating systems, middleware or database parameters

= Modifications to reflect new operations procedures

= Additions, removal, replacement or relocation of server hardware and/or software
= Network additions, deletions or reconfiguration

= Third-party software updates

= Changes to remediate security vulnerabilities

Figure 3.1.8.4-3 shows the overarching process we employ to funnel requested changes from

many sources into a single stream of activities that coordinates and manages the activities,
culminating in deployment of a release to production.
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Figure 3.1.8.4-3. Change Management. For every change to the baseline configuration, we follow a highly
transparent change process that balances speed with risk, sustaining quality IT service

The Change Control Board (CCB) reviews and approves each proposed change to the baseline
configuration. This control mechanism is essential for maintaining alignment of services with the
program objectives. The CCB is made up of stakeholders including the State Contract Manager,
representatives from State Departments and other service providers (as necessary). By including
all those potentially impacted by the changes, we maximize alignment and readiness across the
program to sustain high quality services.

We coordinate the CCB meetings, keep meeting minutes, and prepare and distribute applicable
documentation to members, and provide weekly briefings to the State on CCB and CM status.

May 14, 2013 — Presented to New Jersey Department of Community Affairs 3-70



Cal

3.1.9 Application Management Methodology

CGl uses a System Development Life Cycle (SDLC) specifically tailored for the SIROMS IT
services environment. The SDLC is a comprehensive system engineering methodology for
executing development enhancements for IT initiatives that is consistent with the concepts
described in the Software Engineering Institute’s Capability Maturity Model Integration
(CMMI®) and the Information Technology Infrastructure Library (ITIL).

The SDLC methodology is used for all system development and enhancement initiatives
undertaken and delivered to by CGI to the State of New Jersey. The specific participants in the
life cycle process, and the necessary reviews and approvals, vary by project.

New Jersey Department of Community Affairs
RFQ No.: RFQ776799S

Our development methodology is intended to facilitate the active collaboration of all participants
in the development process in order to efficiently create systems that meet or exceed client
requirements. Roles and responsibilities are clearly defined. Figure 3.1.9-1 shows how we
engage the State at key decision points so that the release effectively supports the business needs.

Figure 3.1.9-1. Application Development and Maintenance process. To develop high quality application
releases, we follow a process that includes the State at key decision points.

The effectiveness of our approach derives from the following attributes:

= A phased approach to development. Each phase is designed such that the information
required for decisions to be made is produced at the right time, to facilitate effective
construction, which aligns with client requirements.
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= Client participation is essential for successful development of an information system. Timely
involvement in project activities is a critical success factor.

= A technology-neutral framework supports life cycle systems development regardless of the
platform or the vendor.

= Clear identification of deliverables facilitates management and control of system
development projects.

New Jersey Department of Community Affairs
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CGlI understands that the SDLC must be flexible and tailored to the size, complexity, schedule
and risk of the change that is being requested. That is, the greater the risk, the greater the rigor.
The SIROMS IT services SLDC can be deployed either as a traditional “waterfall” approach or
an agile approach depending on the needs of the project.

Waterfall Methodology
The phases of the traditional systems development lifecycle are as follows:

= Planning. The goal of the Planning phase is to obtain approval from the State to proceed
with the project. Planning activities establish the business opportunity and value. Key
stakeholders meet to clearly define the underlying business objectives — identify the
need/opportunity, classify the current state, and outline the future state. The State validates
that the proposed development/enhancement request meets the larger organizational goals
and confirms that the high-level schedule, effort and cost estimates are approved by
stakeholders. Upon approval from the State, CGI will proceed to the Analysis phase of the
project.

= Analysis. In the Analysis Phase, business and functional requirements, an initial solution
description, and a level of effort required to deliver the project are defined in the General
Design. After the General Design is approved, detailed requirements are specified,
documented, analyzed, and baselined. In addition to CDBG-DR requirements, we consider
State financial practices, government accounting standards, and program requirements. The
General Design is informed by the State IT Architecture so that the deployed system aligns
with and integrates into the State’' s enterprise environment.

Configuration management is established for applicable work products. The goal of this
phase is that there is a common understanding of what is expected in the final deliverable(s).

= Design. CGI will document the design, including all necessary elements from which the
actual solution components may be developed. The detailed design is the complete set of
specifications for the components required to achieve the project objectives. Developing the
detailed design includes creating, reviewing, and refining the components identified in the
General Design to a level of detail such that the components can be acquired, modified, or
constructed. The detailed design answers all substantive design questions to eliminate any
significant risk of unplanned rework.

Data modeling is based upon the State’ s enterprise reference data model, subject-area logical
data models, and master data entities from the Master Data Management (MDM) program.
Integration design uses State standards for data exchange, including XML and the State
Enterprise Service Bus (ESB). The design also considers State common services such as the
Geospatial Information System (GIS) and Reference Data Store (RDS).

= Construction. From the detailed design, individual components are developed by CGI .
Coding of new components, conversion programs, creation of interface software for
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integration of new and existing components, and development of documentation and training
programs are all part of the construction effort. This phase is complete only after each
individual component has successfully passed the unit test designed for it.

= System Test. The Systems Test phase is executed by the CGI QA Test Team and
demonstrates that the developed system conforms to requirements as specified in the
requirements documents by trying to discover every conceivable fault or weakness in a work
product prior to its deployment into a Production environment. System testing occurs in an
architectural environment that simulates or emulates the actual production environment into
which the system will be installed. System testing exercises multiple components to simulate
actual business scenarios. It may also incorporate various focused tests to validate specified
system acceptance criteria.

As components and subsystems are tested, they may be returned back to the development
group for corrections or enhancements. After corrections are made, the components are
migrated back to testing. Actual test results are documented and testing metrics are
accumulated during the various phases of testing.

= Regression testing occurs in all testing phases. As defect fixes are applied to units of
software and those units of software are introduced into test environments, regression testing
is done to ensure that no additional errors have been introduced. This type of test verifies that
a changed component does not adversely affect existing functionality in the changed
component or the rest of the system. The regression test verifies that all earlier tests
conducted on the component are still valid now that the component has changed. The scope
of regression testing is determined by the testing team depending upon the scope of the
change, the complexity of system functionality related to that change, and the urgency of the
desired fix.

= Performance testing is conducted to make sure that the system meets the overall
performance criteria established for the project. The CGI team develops and executes
performance test scripts that exercise the system under pre-determined stress and load
scenarios. Test results are documented and validated against performance criteria. If
performance criteria are not satisfied, the CGI development team works with its DBAs and
architects to tune the necessary system components to improve performance. There are two
important considerations for performance testing:

— Given the effort and cost it takes to conduct a performance test, CGI will work with the
State to jointly determine which projects require performance testing.

— When areas for potential improvements are identified, CGI will work with the State on
balancing economy and improved performance. Application performance depends on a
wide variety of factors, some of which are not related to the application. Performance
testing is conducted on the applications within the scope of CGI’ s contract.

= User Acceptance Test. Acceptance testing is formal testing conducted by Program
stakeholders to determine whether or not the system satisfies its acceptance criteria and to
enable the Requestor to determine whether or not to accept the system

= Deployment. In this phase, the system or system modifications are installed and made
operational in a production environment. This phase continues until the system is operating
in production in accordance with the defined user requirements. The goal of this phase is the
successful production launch of the system.
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Agile Methodology

Team CGI uses the Agile version of its methodology on numerous contracts delivering accurate
and timely enhancements in response to business, user and regulatory requirements. For
example, we use our Agile methodology to respond to the continual changes in healthcare
requirements and regulations that require rapid enhancements to the Centers for Medicare &
Medicaid Services (CMS) systems we support. Because some of the systems are public websites
(www.medicare.gov, www.mymedicare.gov, and www.cms.hhs.gov), the changes must be
implemented on schedule and with high quality. To achieve this we use the Scrum agile
methodology to deploy new releases monthly.

Agile software development is rapid and adaptive to change, focusing on customer satisfaction
through quick and iterative delivery of production-ready code. Customer focus is inherent in the
Agile software development methodology. Using the Agile methodology, we can:

= Facilitate quick understanding of requirements and refine designs through face-to-face
collaboration with the users.

= Adapt quickly to frequent or significant changes and deliver production-ready software to
provide business value to system users as rapidly as possible. Iterative releases of the system
are completed to round out the intended feature set.

= Iteratively release system feature sets to customers for feedback and approval

The Agile software engineering model is well suited to the urgent and changing needs of the
CDBG-DR program. Although the iterative methodology is rapid, it is still adheres to CMMI
Level 3 processes to create deliverables that align with business, quality, and organizational
objectives.

Throughout the maintenance, management and enhancement of the SIROMS applications, we
will complete the planning and analysis phases to follow the State’'s processes for gaining
approvals of cost estimates and technical approaches prior to undertaking any of development
activities. We will then follow the Agile processes for the design, development and testing
phases of projects. Figure 3.1.9-2 conceptually shows the agile approach we take with software
development and maintenance.

Figure 3.1.9-2. Agile Approach to Application Software Maintenance and Enhancement. CGI’s agile
methodology approach delivers high quality releases rapidly
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An iteration is a version of the application we deliver to UAT. The iteration consists of one or
more sprints depending on the amount of work required to produce the functionally in the
iteration. A sprint is a cycle of design, build and unit test, which culminates in a working
instance of the application that we demonstrate to the customer. Sprints are typically three weeks
in duration so that the development team adopts a work rhythm that drives efficiency and
productivity. To maintain the pace, daily scrum standup meetings focus on what was done
yesterday, what is being worked on today, and any roadblocks. The sprint burn-down chart is
updated from the daily meeting to provide visibility into progress. The iterations and sprints are
driven by planning sessions we hold with the customer. In a session we review the backlog of
items (defects, enhancements, etc) to be done, assess the scope of each item, prioritize the items

and assign them to iterations and sprints based on the priority and the team capacity for the
iteration/sprint.

New Jersey Department of Community Affairs
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3.1.10 Financial Services

In order to achieve the program integrity objectives pertaining to the SIROMS initiative, Team
CGI understands the need to support the State with specific financial management services
pertaining to CDBG-DR programs. Based on our experience supporting other States on CDBG-
DR programs Team CGI has the experience and expertise to provide financial management
services to the State as described below:

Funds Management

SIROMS protects taxpayer dollars though rigorous business rules that reflect the CDBG-DR
regulatory requirements and continuous monitoring for fraud, waste and abuse. The SSROMS
business rules derive from the OMB circulars and disaster recovery regulations that promote
transparency and good governance:

1. Cost Principles for State, Local and Indian Tribal Governments described in OMB Circular
A-87,

2. Uniform Administrative Requirements for Grants & Cooperative Agreements with State and
Local Governments outlined in OMB Circular A-102,

3. Uniform Administrative Requirements for Grants & Cooperative Agreement with institutions
of Higher Education, Hospitals and Other Nonprofit Organizations outlined in A-110,

4. Cost Principles for Nonprofit Organizations or institutions of Higher Education discussed in
OMB Circular A-122 and A-21,

5. Audits of States, Local Governments, and Nonprofit Organizations prescribed in OMB
Circular A-133,

Davis Bacon Act,

Uniform Relocation Assistance and Real Property Acquisition Act of 1970,
National Environmental Policy Act, and

Robert T. Stafford Disaster Relief and Emergency Assistance Act.

© oo N

If requested by the State, Team CGI can assist the State in developing payment guidelines that
expedite recovery and ensure an auditable payment record. The team will work with DCA
Program Managers to define program specific payment criteria and utilize best practices learned
from previously implemented CDBG-DR programs. Best practices include processes that
minimize administrative burdens and support the financial stewardship that the citizens of New
Jersey demand. Team CGI will coordinate with the DCA Program Managers to develop
supporting documentation and develop payment guidelines that outline expectations to vendors
and subrecipients.

Audit Preparation

CGI will rely on OMB Circular A-133: Audits of States, Local Governments, and Nonprofit
Organizations to guide the SIROMS' development. By developing a system with audit in mind,
the SIROMS will assist DCA when HUD monitors or audits the program. The cloud capabilities
of the system give DCA 24/7 access to program data and documentation that support the
expenditures made by each program. By engaging DCA program managers in the system design,
CGlI will be able to build the SIROMS to document the beneficiary and program performance
data often monitored by HUD.
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To further prepare the State for audit, the CGI team will monitor sample data sets and assess the
compliance of the documentation and data submitted by each program. The CGI team is
accustomed to HUD disaster recovery monitoring routines and our data samples smulate HUD’ s
common monitoring processes. Our CDBG-DR specialists and accountants will review the
sampled data, confirm the data accuracy, and ensure cost reasonableness of each program’s

transactions. This added due diligence reduces the chance for monitoring findings and ensures
that DCA is prepared for HUD’ svisit.

New Jersey Department of Community Affairs
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3.1.11 Records Management

Many different types of documents need to be managed under a CDBG-DR Program and each
type of document must be retained in accordance with State and Federal policies, laws and
regulations. Retention periods can vary widely—from days to decades.

Immediately upon contract signature, Team CGI will request the State contract manager to
schedule a meeting with the Record Management Service Branch. The goal of this meeting is to
seek advice and inputs from the Record Management Service regarding State and Federal
policies, laws and regulations for Records Retention, records retention requirements as
applicable to the SIROMS contract and general guidelines to create a records retention plan for
the SIROMS contract.

Team CGI will create a records retention plan (RRP) that accommodates the following
requirements at a minimum:

1. Confirming that documents are preserved and retained as required by law and/or sound
business practices,

2. Maintaining adequate control over documents that may be required by Team CGI to support
the State,

3. Confirming that documents are disposed of in a timely and appropriate manner in accordance
with the plan

4. Managing information requests from the Open Public Records Act (OPRA) system to
disseminate public information to those requesting access

If requested by the State, Team CGI will work with the OPRA Custodian and the State contract
manager to establish a SIROMS interface with OPRA. Team CGI will retain records in
electronic format. If paper records need to be retained, it is the responsibility of the State to
retain paper records in accordance with the retention policies.
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3.2 Contract Management

The SIROMS Program requires that a complex series of relationships, interactions, systems, and
program requirements be provided. Managing environments of similar complexity has been the
CGl hallmark through its projects across the U.S. and around the world.

The Services requested require both a project management orientation (for projects with
deliverables such as specific application enhancements or new infrastructure configuration) and
an IT Service Management orientation (for ongoing services managed with service level
expectations). Thus, we propose continuing our proven management structure that relies on a
focused Project Management Office to manage all IT services. Team CGI project management is
supported by methodology designed for the service being delivered. Our program management
approach - CGI’s Client Partnership Management Framework (CPMF) - is built upon industry
best practices and aligned with CGI processes tailored over 18 years of delivering services to the
State. The State will receive the benefits of clear deliverables management and regular,
systematic IT Service delivery in a mature, responsive and agile service management
environment. In managing the SIROMS Program, we provide the following:

= We assign a dedicated Program Manager (PM), Mr. Nawfel Elalami as the State’s primary
point of contact
— The PM coordinates and facilitates conference calls and meetings, including the weekly
status and planning meeting.
— The PM is responsible for all program management deliverables, progress reports,
meeting agendas, meeting minutes and other any communications with the State.
= A PMO of Functional and Technical managers, aligned by tasks, support the PM.
= Team CGI executive management will monitor SIROMS program status and the State’s
satisfaction.
= We manage and operate SIROMS using the principals and methods of our CPMF tailored to
the needs and requirements of the
SIROMS Program and the State.

Effective low risk program management
Gartner G2 Research consistently recognizes CGI as

= We provide rigorous Level of Effort having the lowest failure rate among major systems
(LOE) planning and Financial integrators. This finding attests to the effectiveness of our
Management services working closely program, project, and IT Services management

with the State on task LOE requirements approaches and our staffing structure and quality.

and task priorities.
= We continuously communicate and collaborate with the State.

The Management approach detailed in the following sections demonstrates how Team CGI is
uniquely qualified to meet the State’s objective of quickly implementing the SIROMS CDBG-
DR solutions to aid to citizens impacted by Superstorm Sandy.

3.2.1 Project Management

Our Team uses CGI’s Client Partner Management Framework to manage its client engagements,
delivering successful projects across more than 3,000 government and commercial clients around
the world. To support high quality delivery, the CPMF:

May 14, 2013 — Presented to New Jersey Department of Community Affairs 3-79
© 2013 CGI Federal Inc All Rights Reserved



Cal

= Provides Team CGI Program management with a NJDCA Satisfaction with CGI
practical, efficient, and immediately workable set NJDCA quote from CGI’s February 2013 CSAP
of standardized processes, document templates, ~ survey regarding CGI’s commitment to NJDCA:

and reference materials to help support and ‘S‘&ét:;‘;‘][‘lﬂigg- ﬁGr'nLSn?z ??ﬁiigatfgggtt:fDCA )
maintain SIROMS. ploy proj :

New Jersey Department of Community Affairs
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= Facilitates effective communication among State stakeholders, and assists decision making
by providing pertinent information via a framework of checkpoints.

= Maintains the quality of Team CGI services and awareness of State and Federal compliance
requirements; aligns delivery and quality assurance; and provides for high long-term State
satisfaction.

Figure 3.2.1-1 below illustrates the management components and relationships within the CPMF
framework.

Figure 3.2.1-1. CGI CPMF Components and Relationships

Team CGl relies on the rigorous CPMF methodology to establish clarity around expectations and
to manage risk. Our project management methodology combined with an experienced and
committed Support Team will be the backbone of our project delivery capability. Our
management framework and standards have enabled us to deliver many successful engagements,
including projects for the State, other application CDBG-DR programs, application development
and Cloud Services projects. Implementation of our project management framework is a required
element for every engagement CGI undertakes and is included in our response. In addition to
elements described elsewhere, our project management framework includes:
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= Adherence to identified standards for project management — CGI’s CPMF is
International Organization for Standards (ISO) 9001:2000 (ISO 9001) certified and uses
processes and methodologies drawn from established industry standards such as PMBoK,
CMMI, ITIL Cobit, IEEE and 1SO 9001:2000.

= Apply a Collaborative Process - To support and maintain SIROMS, Team CGI and the
State must work together as a seamless and cohesive team. Team CGl is proficient in
delivering application development, support and maintenance and our regulatory systems
specialists have a deep understanding of government regulatory information management and
the technologies used at NJDCA. However, Team CGI cannot be successful alone.
Successful support and maintenance of SIROMS requires input and participation of the
State’s business owners, IT Staff and subject matter experts.

Rooted in quality processes and frameworks, CPMF enables Team CGI in our goal to fully
satisfy the State’s requirements and be a accountable, flexible and responsive partner. As
demonstrated through past performance at NJDCA, the CPMF framework is structured but not
rigid, providing the flexibility to adapt to changes in SIROMS requirements or State operations,
procedures, and policies.

A key aspect to Team CGI’s overall approach to executing the scope of work for the support and
maintenance of SIROMS is to provide open and direct lines of communication to support on-
going collaboration. As such, Team CGI assumes that our Project Manager and the State
Contract Manager will have frequent contact to collaborate and to discuss issues and concerns.

Team CGI has assigned Mr. Nawfel Elalami as the Program Manager for SIROMS and its
associated tasks. Mr. Elalami will function as the primary point of contact for the State on all
matters pertaining to the Team CGI’s work on SIROMS and will oversee all aspects of delivery
for this project.

As the PM, Mr. Elalami will organize and conduct a SIROMS Project Kickoff Meeting with the
State promptly after contract signature. This meeting should include key members of Team CGI
and the State’s team that will participate in this effort. The purpose of the meeting is to set
mutual expectations, identify State business and IT contacts and discuss goals, vision and plans
for the implementation and maintenance of the Gap and SIROMS solutions. After the kick-off
meeting, our PM and State Contract Manager will work collaboratively to validate the initial list
of tasks to be performed as well as finalizing the project schedule for the planned work. We will
also work closely with project stakeholders to establish the priorities for the 2 year SIROMS
initiative.

Communication and collaboration with the State will take place as needed daily and in formal
weekly status meetings beginning immediately after the Project Kickoff.

Weekly status meetings will include:

= Provide the status of high-priority items (to be determined by the State Contract Manager)
= Progress reports to track and manage the execution of the scope of work.

= Discuss open questions or issues.

= Identify and discuss new issues or tasks, potential risks and mitigation plans.
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= Collaboratively work with the State Contract Manager to define the scope of any new service
request.

= Provide documentation containing finalized scope, estimated hours, and schedules for new
tasks for the State Contract Manager to review, prioritize Projects and approve the request
document. Team CGI understands the State Contract Manager must approve any Contract
change orders.

New Jersey Department of Community Affairs
RFQ No.: RFQ776799S

Team CGI leverages our experience and partnership at NJDCA to manage and execute the tasks
defined under the Scope of Work of the RFQ (Section 3.0 — Scope of Work). We are drawing
from our extensive experience supporting other CDBG-DR Programs to provide processes, tools
and procedures successfully used in the past. Using proven capabilities allows us to accelerate
the implementation of SIROMS, while reducing risk and minimizing costs. Figure 3.2.1-2 below
illustrates the approach to providing Program Management using our CPMF.

Figure 3.2.1-2. Team CGlI uses proven and successful methodologies to manage programs.

Our PMO consists of leadership and oversight at the strategic level and operations at the tactical
level. The PM, as the leader of the project, provides direct interaction with the PMO. The PMO
focuses on defining the standard and procedures for project execution. Projects focus on
activities that have defined times, are unique, and provide a measurable end deliverable or
product. Project activities focus on new or enhancement activities. The PMO utilizes CGI’s
proven project management methodology to successfully manage all aspect of IT operations. The
PMO also serves as the manager of the Change Request process. Change Requests in this
environment serve as the vehicle for project initiation. The PMO monitors and tracks the status
of all projects and prepares weekly and monthly status reports.

Tasks delivered under the program will be executed in phases as depicted in Figure 3.2.1-3
below, enabling the lessons learned and proven methods to provide the most accurate LOE
estimations for the State’s review and acceptance.
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Figure 3.2.1-3 CGI Program Task Management
3.2.2 Quality Management

A key component of the CPMF, CGI’s quality management approach includes the quality
planning, assurance, and control activities necessary to maintain defined quality standards. In
practical terms, this means that Team CGI has a set of quality standards that will govern
deliverables for the support and maintenance of SIROMS. In addition, independent reviewers
from within Team CGI will conduct internal reviews and provide feedback on all deliverables
prior to delivery to the State. In this manner, Team CGI provides independent quality
checkpoints prior to providing the deliverable. Figure 3.2.2-1 below illustrates the Team CGI
quality Methodology.
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Figure 3.2.2-1. CGI Quality Methodology
3.2.3 Risk Management

Team CGI’s investment and commitment to managing project risks has enabled us to be
successful in delivering complex projects in the public sector domain. One of the key reasons
why Team CGI has been so successful in executing complex projects is our understanding of and
ability to effectively execute risk management processes. Our methodologies grounded in PMP
processes in combination with our experience working with State regulators help us proactively
evaluate and manage project risks. Our Project Management Team will work closely with the
State to identify and manage risks related to the support and maintenance of SIROMS
collaboratively in an on-going fashion.

Providing reliable support and maintenance for a key service like SIROMS will require
meaningful experience with the technologies that support these systems and an extensive
knowledge of the State’s business processes and project management procedures. Team CGI’s
in-depth understanding of NJDCA’s business and IT systems and our experience supporting and
maintaining CDBG-DR Programs of similar size and scope significantly reduce the risk
associated with supporting and maintaining SIROMS, and will allow us to respond quickly if
potential problems do occur. Based on the qualifications of our proposed Support Team, we are
confident that Team CGlI offers the highest quality, lowest risk, and best value to NJDCA for the
support and maintenance services.

Risk management is an integral part of Team CGI’s program management process. Our risk
management methodology provides a mechanism to identify and address project issues at any
stage during a project life cycle. We incorporate risk identification into daily activities and the
weekly status meetings. Our approach to risk management begins during the planning stages of
the program and continues through program completion. From task planning through task
execution, we assess the likelihood (probability) and potential consequences of discrete risks
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(impact) and develop mitigation strategies for high likelihood/severe consequence risks. As part
of Team CGI’s risk assessment, the PM places each risk on a risk register. These risks are
continually evaluated as part of our Risk Management Plan (RMP). The risk register categorizes
and describes each risk and its symptoms, and outlines prevention, mitigation, and control
actions. Should any risk materialize, we notify the State Contract Manager immediately and
communicate the prescribed mitigation strategy.

New Jersey Department of Community Affairs
RFQ No.: RFQ776799S

The Figure 3.2.3-1 below illustrates how we develop and execute the Risk Management Plan.

As part of our regular Weekly Status Meetings, the State and Team CGI will discuss potential
risks and concerns. After identifying a risk, the State and our Project Managers will work
collaboratively to evaluate the risk, assess the potential impact of the risk, create a mitigation
plan against the risk, and track and present the risk at the Weekly Status Meetings until it has
been fully mitigated or resolved.

3.2.3-1. Team CGI Risk Management Approach
3.24 Service Level Management

In seeking a fully functional turnkey IT solution, the State has defined service levels it requires
from the solution, to meet the needs of State users and to provide accountability and evaluate
successful IT services and program execution. Team CGI tracks our performance against the
defined metrics on a daily, weekly, and monthly basis. The PM provides summaries of the
performance metrics and detailed supporting data, to illustrate how Team CGI met (or exceeded)
the thresholds on those metrics in the weekly status reports. We also use the performance data
for analysis in identification of trends requiring corrective action; and the using the change
management process, to develop, implement and monitor corrections for maintaining and
improving system performance.
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We derive Performance results against the SLAs from several sources supporting overall
program monitoring, which include, but are not limited to:

= Quality Assurance Surveillance Plan (QASP): Captures the government’s feedback, while
monitoring Team CGI against SLAS.

= PMP Schedule: Schedule variances and risks area captured for trend analysis.
= Service Desk Reports: Identify trends in user defects and response times to help desk tickets.
= User Surveys (CSAP): Analyzed to identify performance improvement opportunities.

Team CGI has a company-wide focus on customer satisfaction, as can be seen through both the
management processes to support client satisfaction and the eagerness of our clients to continue
to work with us. Our program management methodology extends this process to a more
integrated view of program and client success through the utilization of Client Satisfaction
Assessment Program (CSAP).

The CSAP is used to understand the level of value that the State feels it is receiving from the
engagement. This is completed through an interview process to discuss ten factors of successful
program execution. The results will be documented and provided to high-level Team CGI
executives to help them define areas for change and growth and continued success. Our CSAP
process is conducted every six months to allow for feedback to be provided to enhance the
services provided and to allow any needed changes to be made

We also understand that with the changing needs of the programs, areas that should be measured
will likely change. The periodic review of business needs and translating those needs to staffing
alignment and service levels that we propose below helps create an environment where service
levels are more dynamic and performance is better aligned and focused on continuous
improvement.

Team CGI provides the following Service Levels for SIROMS:

Service Metrics | Service Level
Environment Metrics

Infrastructure Uptime 99.5%

Applications Uptime 99.5%

Help Desk Response

Response to Tier 1 Issues Target Status Update: 1 hour
Target Resolution or Workaround: 95% of the issues within 24 hours

Response to Tier 2 Issues Target Status Update: 2 hours

Target Resolution or Workaround: 95% of the issues within 48 hours
Reporting Requests

Reporting Requests - Response

Critical Request 1 Business days
High Request 3 Business days
Medium Request 5 Business days
Low Request 10 Business days

Software Maintenance Requests (MR) - Response
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Service Metrics Service Level

Critical MR — Conduct Analysis and 2 Business days
Provide Level of effort

High MR - Conduct Analysis and 3 Business days
Provide Level of effort

Medium MR - Conduct Analysis and | 5 Business days
Provide Level of effort

Low MR - Conduct Analysis and 10 Business days System change/configuration requests(CR) - Response
Provide Level of effort

System change/configuration requests (CR) - Response

Critical CR — Conduct Analysis and 2 Business days
Provide Level of effort

High CR - Conduct Analysis and 3 Business days
Provide Level of effort

Medium CR — Conduct Analysis and 5 Business days
Provide Level of effort

Low CR - Conduct Analysis and 10 Business days
Provide Level of effort

3.25 Documentation

Team CGI maintains constant clear communication, both directly and indirectly, using scheduled
meetings and progress reports to inform the State of activity progress, status of open items, any
new or closed items and items requiring their participation and approval, as part of the support
and maintenance of SIROMS.

In addition to the daily collaboration and weekly status meeting between the State and Team
CGl, we provide a weekly status report to the State Contract Manager. The weekly status report
will include:

= Project activities for the previous week,
= Accomplishments and tasks planned for the following week.
= Any necessary revisions and updates to any active Project plans.

Complete and accurate documentation is a key component of our Program management, and we
understand the critical need for substantiation of work in a program like SIROMS. To support
NJDCA and for accurate planning and program management, we will provide the following
Program Management and planning documentation to meet SIROMS requirements:

Within 15 days of contract signature, Team CGI will provide:

= Draft Project Management Plan (PMP) detailing specific tasks, milestone dates and
deliverables for the GAP and Shared Service solutions. The PMP identifies our approach to
meeting the deliverables and tasks, dependencies, organizational relationships, staff member
responsibilities, and required tools. The PMP also defines the approach for the Integrated
Master Schedule (IMS) and project schedule, quality assurance, configuration management,
and risk management. Following State Contract Manager review and approval, we will revise
and baseline the PMP, which will become the capstone document for project management in
the SIROMS program.
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= Proposed System Design documentation for review and approval by State Contract Manager.
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Within 30 days of contract signature, Team CGI will provide:

= Training Plan describing the curricula, training location, and roles and numbers of trainees
expected and all other requirements of RFQ section 3.3.6 — Training.

= Records Retention Plan for the short and long-term housing of physical documents and
electronic images (i.e. paper documents, emails, correspondence, training material, and
policy and procedures associated with the Program, etc.) to comply with State and federal
record retention policies, regulations and laws.

Within 60 days of contract signature, Team CGI will provide:

= Security Plan which includes:
— Facilities Physical Security and Environmental Protection
— System Security
— System Data Security
— Network Security
— Administrative and Personnel Security
— Disaster Recovery Plan
— Contingency Plan

= The Disaster Recovery plan details how, in the event of a disaster at the primary site,
SIROMS would be made available to meet the 24 hour recovery time frame, including a DR
test plan.

Within 90 days of contract signature, Team CGI will provide:

= Support Plan for ongoing system support
= Plans for providing software upgrades to core platform as needed based on final approved
design

= |IT Benchmark performance report and a proposed Performance Management Plan to
maintain that performance.

Knowledge Transfer

Team CGI recognizes that we may be asked to create a Transition-Out Task plan at the end of
the contract. The plan would detail Project Management activities and LOE required to transition
and provide training and knowledge transfer services to State staff in order for State staff to
continue to provide system administration, database administration, and in house development
while maintaining full functionality of the system during the transition.
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3.3 Potential Challenges

As an experienced service provider in delivery of CDBG-DR Programs to States, CGI has
extensive experience with the types of issues that may present themselves in this dynamic
environment. Drawing on our experience and lessons learned allow us to anticipate and mitigate
or eliminate potential negative impacts through proactive management and robust agile service
delivery. The following identify anticipated challenges facing the implementation and operation
of SIROMS and our solutions:

Challenge - Rapid response and adaptability to new or changing requirements
Administering disaster relief is a highly visible and complex business process wherein
administrators have to often manage conflicting expectations across the spectrum of
stakeholders. For example impacted citizens demand quick disbursement of funds while
regulations necessitate stringent eligibility checks that are time consuming. In addition,
translating a high-level action plan into discrete process may necessitate changes to policies and
procedures. The state of Louisiana has had over 100 policy changes over the course of the LA
Road Home project. CGI sees changing requirements as the biggest challenge on the SIROMS
project.

= CGlI Solution: Team CGI understands the complexities associated with CDBG-DR projects.

Though changes to requirements cannot be eliminated, we will work with the State in the

following ways to minimize the impact of frequent changes to requirements

— Assign a team of subject matter experts to work closely with stakeholders to identify
requirements, review requirements against regulations and advise the State on any
potential pitfalls associated with the requirements

— Collaborate with the State to prioritize requirements such that the highest priority
requirements can be automated before the low priority requirements

— Document history of requirement changes to facilitate the State and Team CGI learning
from the changes

— Build automation in small progressive iterations instead of large projects to reduce waste
resulting from changing requirements

— Use system design practices that leverage standard frameworks and reusable code to
minimize the impact of changes on systems

Challenge - Aggressive Timeframe for milestones
We recognize that if we are selected as the State's partner for the SIROMS initiative, we will
have to deliver services and solutions under highly aggressive timeframes.

= CGI Solution: Team CGl is proposing the below approach to manage the aggressive
timeframes that we will face on the SIROMS initiative.

— Formulate a team of professionals that have experience with CDBG-DR programs, IT
systems required for CDBG-DR programs and the ability to quickly understand the
complex requirements of the State of New Jersey. This will enable us to reduce the
learning curve required to be fully productive in delivering services and solutions

— We plan to reuse successful process, procedures and tools proven in the delivery of other
CDBG-DR projects such as the Louisiana Road-Home program combined with CGI
project delivery methodologies.
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—  We will work closely with the State to manage expectations. We will serve as a trusted
advisor to the State and provide realistic recommendations regarding delivery risks and
alternative or workaround solutions to keep the program moving forward

— We will use an iterative delivery approach to deliver solutions in smaller chunks to
achieve quick wins and mitigate delivery risks

Challenge — Coordination and Collaboration across multiple stakeholders

As stated in the RFQ, the SIROMS program spans multiple state agencies, the US Federal
government, program contractors, citizens and other external organizations. The completion of
certain business processes may be dependent on the actions of many stakeholders. Managing
these interactions while still being accountable for delivering services and solutions is a
challenge.

= CGI Solution: CGI has extensive experience working on contracts that involve a large
number of stakeholders. For example the LA Road Home project involves a variety of
stakeholders including program contractors, parishes, citizens, LA state agencies, HUD and
others. CGI will bring a disciplined management process to manage stakeholder relationships
to mitigate delivery risks

— Clearly define roles and responsibilities for each stakeholder involved in a project

— Conduct regular meetings with stakeholder groups to discuss project requirements,
timelines and dependencies

— Establish a commonly accessible collaboration platform where project information is
disseminated to stakeholders

— Conduct regular risk reviews and mitigation strategies with stakeholders to mitigate risk.

Providing reliable support and maintenance for a critical application such as SIROMS or its
ancillary systems will require meaningful experience with the technologies that support these
systems and an extensive knowledge of NJDCA'’s business processes and project management
procedures. CGI’'s in-depth understanding of NJDCA’s business and IT systems and our
experience supporting and maintaining systems at regulatory agencies of similar size and scope
will significantly reduce the risk associated with supporting and maintaining SIROMS and its
ancillary systems, and will allow us to respond quickly if potential problems do occur. Based on
the qualifications of our proposed Support Team (presented in Section 4.1.2), we are confident
that CGI offers the highest quality, lowest risk, and best value to NJDCA for the support and
maintenance services.
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3.4 Assumptions

CGI’ s assumptions associated with our technical quotation in response to the SIROMS RFQ are
stated below:

1.

&

10.

11.

12.

13.

14.

In developing the Gap Solution, Team CGI assumes that the DCA has adequately defined its
payment procedures and program requirements to facilitate process documentation.
Additionally, we assume that the DCA staff will be available to discuss payment procedures
and program requirements during the Gap Solution deployment period.
We assume that the DCA will accept a Gap solution that is created using a combination of
commonly available tools and some manual steps
DCA staff will attend training on the Gap Solution tool.
DCA provides scanning equipment located at a State facility.
The Louisiana BPM systems are built using Opentext MBPS version 7.6 which is not the
latest version of the software. In order to keep up with evolving technology.CGI will upgrade
the re-usable components from LA Road Home to Opentext MBPS version 9.0. This upgrade
is not part of Task Order 1.
The SIROMS solution proposes re-use of software built for the LA Road Home project. The
extent to which the software can be re-used for New Jersey has to be determined and
modifications will be needed after defining the requirements.
The State will comply with BPM product requirements for desktop products and versions
(e.g. Internet Explorer).
In the GIOS application, description entities are defined as Projects not as individual
applicants (i.e. homeowner).
We assume all program areas and external systems will be able to exchange data with
SIROMS using specified schemas.
We assume that the SIROMS data warehouse is not the system of record for source data that
has been imported into SIROMS
The SIROMS data warehouse will be dependent on source systems for data quality and data
availability
NJ systems and other contractors will permit integration with SIROMS using the
technologies specified in the RFQ
ESRI licenses are not available for procurement by state customers via GSA Schedule. CGI
assumes that the state will be able to provide CGI with ESRI licenses as needed for
SIROMS.
The State will provide the support needed to establish connectivity to CGI Cloud Computing
Environment and the State computing infrastructure. CGI will need support from the State in
the following areas:
a. Asingle point of contact for all matters related to the establishment of the cloud
environment
b. Allowing AT&T to set up the MPLS connections needed for the cloud based on the RFQ
requirements including:
i.  Access and NJ Network engineer architect assistance with CGI installed Firewalls at
both the State of NJ Primary and State of NJ Secondary sites.
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15.

16.

17.

18.

19.

20.

21.

22.

23.

24,

25.

26.

27.

28.

29.

30.

ii.  State of NJ engineer architect assistance with connectivity between State of NJ
infrastructure and CGI Cloud environment

c. Providing security, access and permissions as needed

Training courses will be delivered in Trenton, New Jersey. The DCA will provide facilities
and equipment for the training courses.

For courses delivered by the State Trainers, the DCA will perform the scheduling,
administration and preparation for the courses.

CGI will set up the SIROMS Help Desk in Trenton, NJ. The help desk will be staffed to
attend to an average of 150 to 180 calls per day. In the event of call volumes exceed the
average call volume, CGI will make voicemail access available to caller

NJDCA will be responsible for providing CGl, at no charge, the phone lines and voicemail in
Trenton, NJ for setting up the help desk.

Interactive Voice Response (IVR) capability is not part of the scope of our Help Desk
solution.

Training courses will be delivered in Trenton, New Jersey. The DCA will provide facilities
and equipment for the training courses.

For courses delivered by the State Trainers, the DCA will perform the scheduling,
administration and preparation for the courses.

An assumption that software solution components developed for Louisiana disaster relief
programs using HUD and/or FEMA funds will be requested from Louisiana by the State of
New Jersey and made available to CGI by the CGI contract execution date.

Individual Program Contractors will own the systems of records for individual applicants
(homeowners or landlords)

NJDCA will appoint a State Contract Manager that serves as the single point of contact of all
matters pertaining to the project. The NJDCA State Contract Manager will facilitate all final
decisions regarding task orders and deliverables. This NJDCA Project Manager will also
serve as the sole source of issue resolution during the engagement.

The NJDCA is responsible for any required system interface approvals or agreements
necessary with external systems to achieve systems integration

The NJDCA is responsible for providing necessary space and equipment to CGI staff
working on-site at NJDCA’s Trenton, NJ offices

The State Contract Manager is responsible for coordinating with the NJ staff and other
contractors to allow CGI timely access to personnel with appropriate expertise and
knowledge in relevant functional and/or technical subject areas (e.g., for scheduled
interviews, facilitated workshops, phone consultations, etc.).

All invoices related to the SIROMS contract will be submitted directly to the NJDCA Project
Manager.

We assume the State Contract Manager has the authority to adjust task order due dates for
reasons outside of CGI’s control including but not limited to procurement timelines for items
to be procured, availability of State staff or state contractors, regulatory/policy changes,
access to state infrastructure and other similar reasons.

As per section 3.5.2 (ODCs) of the RFP, the State needs to approve every software or
hardware purchase to made for the SIROMS contract. In order to complete Tasks 1 to 4
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31.

32.

33.

34.

35.

36.

37.

38.

39.
40.
41.

42.

43.

44,

stated in Exhibit 3 of the RFQ, CGI assumes that NJDCA will either make software available
to CGI or provide timely approval for CGI to acquire the necessary hardware and software
items.

Regardless of the State or CGI procuring necessary hardware and software for the SIROMS
contract, license agreements need to be signed with the providers of these items. CGI
assumes that the State will consider the time required to complete license agreements with
the providers as part of the task order due dates.

For all tasks that involve meetings and interactions between CGI, NJ personnel and other
state contractors, CGI assumes that the required personnel will be available to meet with CGI
staff as needed to meet task due dates.

For any interfaces required as part of the SIROMS contract including but not limited to NJ
systems, other state contractor systems, federal government systems, other third party
systems etc., CGI assumes that the State will obtain the approvals necessary to enable CGI to
interface with these systems.

CGI assumes that the DCA intends to rely on SIROMS for audit support and the system of
record.

CGl assumes that the DCA expects SIROMS to comply with state and federal financial
regulations, as well as, comply with related regulations governing federal disaster recovery
dollars such as Davis Bacon and the Stafford Act.

The CGI Project Manager and the State Contract Manager will have frequent contact to
collaborate and to resolve issues and concerns

CGl staff will be provided adequate facilities (secure work area, desks, chairs, etc.) and
technology (telephonic, network access etc.) when working on site with the State on this
Program.

When required, the State will provide any information or approvals in time for us to meet all
SIROMS project schedules.

SLA performance is measured monthly, and evaluated quarterly.

Environmental SLA performance is only evaluated on production environments.
As a standard part of the CGI Federal laaS Cloud, CGI provides:

a. Ability to scale up to 1 Gigabit Internet access

b. VMs with minimum CPU speed of 1.1 GHz (2 GHz for Web Hosting)

c. Each customer is provided with: 500 Mbps of inter-Virtual Local Area Network (VLAN)
bandwidth on each physical server and 100 Mbps of Internet bandwidth.

d. 99.5% availability for our Cloud infrastructure

For databases, CGI provides the license to use the database as well as database vendor
support.

During backup periods, it is the customer’ s responsibility to ensure the database isin the
proper mode for backup.

Standard Cloud service allows creation of VMs from standard template and locating VMs in
a standard 3 (web, app, database) customer dedicated subnets.
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45.

46.

47.

48.

49.

50.
51.
52.
53.

Ownership of all customer data, VMs, templates, clones, scripts, customer-loaded software,
and applications created by a client in CGI’ s Cloud environment, is retained by that client
unless specifically provided by CGI as part of our Cloud services.

Data transmission within CGI’ s control, such as access to the portal or through VPNSs, is
encrypted. Customers are able to configure their own firewalls and are responsible for
ensuring their data is properly encrypted when it leaves the Cloud.

Restores from backup are performed to return a system to the state it was in at the time of a
scheduled backup. Restores are performed upon customer request. Customers may request
one restore per VM per month.

CGl reserves the right to take a VM offline during a security incident response.

CGl provides text descriptions of major outages (including description of root-cause and fix)
resulting in greater than 1-hour of unscheduled downtime per incident within a month.

Customer will have access to reporting portal for standard reports.

Backup storage capacity is estimated at 13,950GB.

We assume that all network bandwidth will be provided with the AT&T MPLS circuits.
Customer will designate a prime contact and backup for CGI to interact with as needed.
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4. Organizational Support and Experience (Section 4.2.4)

CGl has created a team for the SIROMS project that is comprised of organizations with specific
experience in CDBG-DR programs, the technology suite proposed for the SIROMS project as
well as general IT and management expertise. Team CGI is comprised of the following
organizations.

CGI (Prime Contractor) is a full-service IT and managed services provider with long-time
government expertise and innovative service models that help our clients achieve their business
goals. CGI has a comprehensive portfolio of services—consulting, systems integration, full
management of end-to-end IT and business functions, and 100+ proprietary solutions—enabling
us to serve as our clients' full-service provider by improving all facets of their operations.
Founded in 1976, CGI Technologies and Solutions Inc., with its parent company, CGI Group
Inc. is the 5" largest independent IT and business process services company in the world. Our
69,000 professionals in 40 countries across the Americas, Europe and Asia Pacific provide end-
to-end IT and business process services that facilitate the ongoing evolution of our clients'
businesses.

Blue Streak Technologies, LLC (Subcontractor) is a Baton Rouge-based software consulting
company specializing in design and implementation of business process management and
business intelligence solutions. Founded in 2003, Blue Streak has over five years of experience
developing application solutions for Louisiana state agencies and is a current service provider for
OCD/DRU Programs. Blue Streak will provide technical expertise on the Metastorm BPM
platform.

HORNE, LLP (Subcontractor) is a leader in the CPA and business advisory industry.
Emphasizing innovation and forward-looking ideas, HORNE is a top 100 firm in the nation and a
top 10 firm in the Southeast. From office locations in Mississippi, Tennessee, Alabama,
Louisiana and Texas, HORNE' s team members deliver to clients across the United States.

As a team, we offer managed services knowledge and the strength of a large firm with decades of
public sector service, combined with the experience of current partners and CGI consultants.
Every firm in our Team offers a record of satisfied clients who find us easy to work with and
who experience the benefits of partnership while achieving concrete, measurable results.
HORNE will provide business expertise, domain knowledge and financial services on the
SIROMS project

GCR Inc. (Subcontractor) Established in 1979, GCR Inc. (GCR) is an international professional
services firm that partners with government and commercial clients to deliver consulting services
and technology solutions in aviation, disaster recovery, elections, nuclear power, public safety,
right-of-way and urban planning. At its core, GCR is a consulting firm. The tools, techniques and
technologies developed in their consulting work have opened doors in other areas, including
aviation consulting, right-of-way acquisition, disaster recovery, custom software development,
utility and nuclear industry consulting, and jurisdictional analysis.

What differentiates GCR from other consulting firms is their deep focus on technology — and
what sets them apart from other technology firms is that they see technology not as a goal in
itself, but as a means of providing clients with the information necessary to create the best
solutions to their problems. GCR will provide staff augmentation services as needed.
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4.1 Location

CGI’s business model is built on a client proximity model where we emphasize staffing and
delivering projects with alocal BU close to our client’s center of operations. This model allows
us to function as true business partners and offers the highest degree of responsiveness and
efficiency. It is our expectation, unless otherwise agreed upon with NJDCA, that all work related
to the SIROMS project will be performed on-site. However, our local team can be supported by
subject matter experts from other CGI office locations and Centers of Excellence in the U.S. to
take advantage of specialized experience and reduce project costs.

For the SIROMS project, the NJDCA Contract will be managed through the following location:
= CGl, 11325 Random Hills Road, Fairfax, VA 22030

Name, Title, is the principal contact for this account. If you have questions or require
clarification on the information that has been provided, please contact him at:

Name: Nawfel Elalami

Title: Director, Consulting

Address: 11325 Random Hills Road

City, State ZIP: Fairfax, VA 22030

Telephone Number: (703)-267-8230

Fax Number: (703)-267-7286

Email Address: nawfel.elalami@cqgi.com

4.2 Organization Charts

4.2.1 Contract-Specific Organization and Structure

CGI has assembled a team of innovative professionals who offer broad experience in state
government as well as an understanding of disaster recovery projects. The CGI Team is
composed of members from CGlI, Blue Streak Technologies, LLC and HORNE, LLP.

We have also established an executive advisory board comprised of CGI senior executives from
CGils regulatory practice, the LA road home project and HORNE, LLP to support and guide the
SIROMS project team. This team has extensive experience in delivering CDBG-DR solutions to
multiple states.

The organization for our SIROMS project team is shown in Figure 4.2.1-1. Key resources are
represented with an asterisk next to their names.
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Figure 4.2.1-1. CGI Team SIROMS Organization Chart.
4.2.2 Corporate Organization and Structure

CGI Technologies and Solutions Inc. is a wholly owned subsidiary of CGI Group Inc. CGl is a
Delaware corporation with headquarters in Fairfax, Virginia and is responsible for the U.S.
operations of the global CGI Group Inc. CGI Technologies and Solutions Inc. was founded in
1970 as American Management Systems, Incorporated (AMS). In May 2004, AMS merged with,
and became a wholly-owned subsidiary of CGI Group Inc., headquartered in Montreal, Canada.

Following the merger, AMS changed its name to CGI-AMS Inc. (CGI-AMS). In 2006, CGI-
AMS changed its name to CGI Technologies and Solutions Inc. George Schindler, President of
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CGI U.S., Europe, and Asia Pacific, reports directly to the President and CEO of CGI Group
Inc., Michael Roach. CGI’ s corporate organization chart isillustrated in Figure 4.2.2-1.
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Figure 4.2.2-1. CGI Group Inc.

The US Enterprise Markets (USEM), which resides under George Schindler as part of CGI
Technologies and Solutions Inc. will be responsible for the SIROMS project. The key element of
our management structure is the business unit (BU) within the USEM structure. BUs are
designed to respond effectively and efficiently to clients' demands. Based on our client proximity
guiding principle, a BU has a geographic focus. In markets where CGI has a large presence and
market share, a BU typically targets a geographical market. Each BU is responsible for managing
its members and clients; marketing the company's services; following best practices; and
administering and carrying out engagements. Every BU is empowered to manage its resources
and to make decisions based on our global strategy, governance rules, policies, and management

frameworks. The major units of operation and their respective leads are depicted in Figure 4.2.2-
2.

Figure 4.2.2-2. CGI Technologies and Solutions Inc.
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Within these major geographical units, CGI organizes operations around metro markets,
allowing us to be deeply rooted within clients' business communities and accountable for project
success. At the same time, CGI operates under a global delivery model which yields the best
combination of quality, flexibility, and cost. In addition, to apply best practices and economies
related to software product management, CGI groups its Intellectual Property (IP) Solutions
under a single organizational unit, which works across the geographical units.

The SIROMS project is managed under the US IP Solutions unit, within the Government
Regulatory Practice, which is overseen by Nawfel Elalami (the CGI Project Director for the
SIROMS project).

4.2.3 Subcontractor Information
4.2.3.1 Blue Streak Technologies, LLC

Blue Streak Technologies, LLC is a Baton Rouge, Louisiana based software consulting company
specializing in design and implementation of Business Process Management (BPM) and
Business Intelligence (BI) solutions. Founded in 2003, Blue Streak has over ten years of
experience developing application solutions for Louisiana state agencies, including the
Departments of Revenue, Education, Social Services and the Division of Administration. Blue
Streak’ s customer service approach is simple: we partner with our customers to build more than
applications; we build relationships. Our goal is to team with our clients to develop solutions
with the organization in mind, allowing us to deliver a product that will truly add value to that
organization.

Blue Streak specializes in implementing and using the OpenText's MBPM software suite, one of
the leading pure-play BPM products, for the delivery of process driven applications. As an
OpenText Alliance Partner, Blue Streak has direct access to MBPM technical support. This
partnership allows us to offer the most competitive software pricing models, and grants us fast
access to technical support resources. With our combined years of experience with the MBPM
software suite, Blue Streak is a leader in state government BPM development. Our developers
also have a strong knowledgebase of traditional programming skills and experience, allowing us
to easily integrate the MBPM system into most legacy, third-party, or otherwise existing
systems.

Managing Partners Kevin Manuel and Alan Reed together have over 40 years of IT consulting
experience. Alan co-founded and managed R&D Networking in 1992, and as a result of several
acquisitions, secured positions on the executive teams of various reputable business consulting
firms. In addition, he currently holds ownership in Portico Learning Solutions, a Louisiana-based
firm that provides e-Learning training programs to both government and private-sector clients.
His time managing these organizations has allowed him to demonstrate both his commitment to
achieving quality in partnership with the State of Louisiana, and his staying power in the IT
industry through excellence in customer service.

Kevin Manuel joined R&D Networking's team in 1997 and has since led teams across the IT
spectrum, including custom application development, database administration, network
administration, web development, and project management. Prior to joining R&D, Kevin spent
seven years in the US Armed Forces working primarily as a communications specialist and two
years in the IT industry. As Managing Partner and Chief Technical Officer of Blue Streak, Kevin
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has developed a reputation of utmost commitment to customer service through efficiency,
productivity, and reliability. He has become a trusted advisor to many state agencies based upon
his broad background and technical expertise.

In addition to its Managing Partners, Blue Streak has employed numerous developers, project
managers, business analysts and business development team members, each of them full time
employees with broad and complimentary skill sets. Blue Streak Technologies is a private
partnership with annual revenues in excess of $2 million.

Blue Streak is registered to conduct business with the State of New Jersey under certificate
number 1793547.

4.2.3.2 HORNE, LLP

For over 50 years, the dedicated team of professionals at HORNE has provided accounting and
business advisory services to clients across a broad range of industries. From office locations in
Texas, Mississippi, Tennessee, Alabama and Louisiana, HORNE team members deliver to
clients across the U.S. HORNE serves public and private clients with disaster recovery
management; financial planning; valuation services; fraud, forensic and litigation consulting; risk
management; outsourcing and compliance; as well as the traditional services of tax, assurance,
and business accounting and consulting.

HORNE partners with governments to help ensure financial compliance by implementing
recovery programs, ensuring expenditure of grant funds in compliance with federal disaster
recovery guidelines and documenting the expenditure of those funds. HORNE's disaster
recovery practice group is anchored by a team of Certified Public Accountants (CPA), Certified
Internal Auditors (CIA), Professional Project Managers (PMP), Certified Fraud Examiners
(CFE) and other highly qualified professionals experienced with managing complex compliance
requirements.

HORNE currently provides compliance services for more than $7.5 billion of federal disaster
recovery awards. Their experience in Texas and Mississippi addressed the results of hurricanes
Gustav, Ike, Katrina, and Rita, as well as an assortment of other storm and flood events. Because
HORNE has the foundation of a CPA firm, we are able to couple traditional accounting
knowledge with an extensive understanding of recovery programs, financial monitoring and
federal grant compliance. HORNE's field-tested knowledge of recovery program guidelines
enables us to translate federal regulations into actionable guidance, even in the midst of chaos.

Further detailed information about HORNE, our service areas and our team can be found at
www.horne-llp.com.

4.2.3.3 GCRInc.

Established in 1979, GCR Inc. (GCR) is an urban planning and technology firm headquartered in
New Orleans with offices in Baton Rouge, and Covington, Louisiana, Los Angeles, CA and
Washington D.C. With more than 140 employees, the firm has the capacity to provide a full
range of services to our public and private sector clients, from consulting services to custom IT
solutions. GCR specialize in a variety of industries, notably disaster recovery, housing, analytics,
transportation, and program administration. GCR’s capabilities were apparent in the hurricane
Katrina and Sandy recovery efforts. Following the storms of 2005, GCR became immersed in
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recovery initiatives in New Orleans and throughout Louisiana and the Gulf Coast. Local, state,
and federal officials quickly looked to GCR to quantify the impact of the storm on the people
and assets in the impact zone. GCR's core competencies in data management, geographic
information systems (GIS), and community planning led to the firm’'s involvement in many
major emergency response, disaster recovery, and rebuilding initiatives. GCR was recognized
and engaged by FEMA, the Louisiana Housing Finance Agency, the Louisiana Recovery
Authority, the City of New Orleans, Jefferson Parish and many corporate clients to develop
recovery plans and solutions.

4.3 Resumes

The CGI Team recognizes that the success of this effort requires professionals who are familiar
with the NJDCA environment and its data, seasoned in technology project management, experts
in the relevant tools, and have expertise delivering CDBG-DR program to other states. The CGI
Team has a well known track record of successful projects, technical skills, and functional
knowledge. We have provided in Appendix B the resumes of our proposed staff.

4.4 Backup Staff

The CGI Team will draw on resources across our partner firms and the 72,000-strong
membership of our company in the event that we are called upon to assist or replace an assigned
team member. Backup staff resumes are included in Appendix C.

4.5 Contract Experience and References

Included in this section are project profiles for CGI and subcontractor clients, demonstrating that
the CGI Team has the capability to provide the services required.

45.1 CGI References

45.1.1 Reference 1 — State of Louisiana Office of Community Development/Disaster Recovery
Unit (OCD/DRU)

Name of Client State of Louisiana Office of Community Development/Disaster Recovery Unit (OCD/DRU)

Project/ Program  [The Road Home Project Year Contracted 2009

Name

Client Address P.O. Box 94095

Client City Baton Rouge ‘State ‘LA ZIP Code 70804-9095

Client Contact 1 'Tom Burkes Title State of Louisiana OCD/DRU IT
Director

Client Contact 2 N/A Title N/A

Contact Telephone |(225) 219-9600 ‘Contact Fax [N/A

Contact E-Mail tom.burkes@la.gov

Number of Years @4 (currently contracted)

Contracted

Implementation CGl provided a full range of consulting services over the duration of the engagement,

Description including release management, program/project planning/management, change

management, application and system development/integration, system solution
assessments, quality assurance/systems and integration testing, best practices, business
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intelligence reporting, help desk and implementation/training support.

= We accomplished a complete transition of service providers from March to June 2009.
This was fully accepted by the State. To assist the state with more aggressive transition,
the CGI team formally took over operations in mid-April, well before the contractual
transition completion date.

= Program/Project Management. During the Transition Phase, CGI established Program

Management and Oversight functions. This included staffing the Project Director,

Operations Management Office and the Program Management Office. Plans and

processes were put in place to manage the engagement including the Program

Management Plan, Change Management Plan, Program Tracking and Communication

Plan, Issues and Risk Management Plan, Quality Assurance Plan, Configuration

Management Plan, Intergroup Coordination Plan, Requirement Management Plan and the

Software Development Lifecycle.

System Development. Acting on behalf of the OCD/DRU, CGI has created and executed

multiple full system development lifecycle project initiatives. These include Compliance

and Monitoring systems for both Homeowner and Small Rental; the Direct Loan

Initiative for Small Rental; and the Applicant Tracking System for HMGP.

= Task Order Issuance and Management. CGI works with the State to prepare task

orders. CGI focuses on the clear definition of each task order and the criteria that must be
met for the successful sign-off of the task order deliverables. The Project Director assigns
responsibility for completion of the deliverables to specific members. The Project
Director monitors the completion status of each deliverable.

= Change Control and Configuration Management. CGI and the State developed the
Change Request Management process that is described in the RPF.

The Configuration Management Plan, developed during Transition, identifies configuration

items and defines Configuration Management processes and tools relative to establishing

and controlling configuration item baselines. In addition, it identifies managed and
controlled work products and defines Configuration Management responsibilities for
managing and controlling them.

= Service Desk and Incident Management. CGI has staffed and managed a Service Desk
for reporting, tracking and resolving incidents.

= Quality Assurance, System and Integration Testing. CGI has staffed and managed
Quality Assurance, Systems and Integration Testing. System and Integration testing is an

integral step for every project work stream. Test Plans, Test Tracking and Results Report
as well as User Acceptance frameworks have been established and utilized for each
system development initiative.

= Oracle Database Management. CGI has focused on the development of Oracle
Database Management/Data Warehousing/Reporting to provide data look up and analysis
to State and Program Management and staff.

= SQL Database Management. CGI has staffed and managed a team to support SQL
applications such as HDS.

= Data Warehouse Management/Reporting. CGI has staffed and managed a Data
Warehouse Team and a Reporting Team to provide ad hoc and scheduled reports to State
and Program Management and staff.

= Business Intelligence Reporting. CGI has staffed and managed a Business Intelligence
Reporting team.

= IT Computer Operations Management. The Infrastructure Team manages the
computer operations housed at Venyu.

= LAN Management. The Infrastructure Team is responsible for LAN Management

= Desktop Support. The Level 2 Service Desk team is responsible for Desktop Support.

= IT and Desktop Security. The Security Team is responsible for IT and Desktop
Security.

= Disaster Recovery Planning and Testing. The Infrastructure Team is responsible for
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Specialist.

Disaster Recovery Planning and Testing.
= Geospatial Information Services. The Reporting Team is staffed with a Geospatial

Describe Relevance
to the states needs
listed above

ways:

Louisiana Action Plan to HUD.

= The LA Road Home project is very similar to the SIROMS initiative in the following

= The business challenge deals with disbursing aid to citizens impacted by a hurricane.

= CGI has used the same solution components being proposed for the SIROMS initiative
which includes the Metastorm BPM solution, a Business Objects data warehouse,
systems integration services, infrastructure services, help desk and other support services.

= The program areas specified in the New Jersey Action Plan to HUD are similar to the

4.5.1.2 Reference 2 — Ohio Department of Job and Family Services (ODJFS)

Name of Client

Ohio Department of Job and Family Services (ODJFS)

Project/ Program
Name

Child Care Information Data System
(CCIDS)

Client Registry Information System
(CRIS-E)

Support Enforcement Tracking System
(SETS)

\Workstation Upgrade Services Project

Child Care Information
Data System (CCIDS)
Client Registry
Information System
(CRIS-E)

Support Enforcement
Tracking System (SETS)
\Workstation Upgrade
Services Project

Child Care Information
Data System (CCIDS)
Client Registry
Information System
(CRIS-E)

Support Enforcement
Tracking System (SETS)
\Workstation Upgrade
Services Project

Client Address

4200 E. Fifth Avenue

Client City Columbus ‘Columbus ‘Columbus Columbus Columbus
Client Contact 1  [Michelle Burk Michelle Burk Michelle Burk
Client Contact2  [N/A N/A N/A
Contact Telephone ((614) 387-8635 (614) 387- (614) 387-8635

8635

Contact E-Mail

burkm@odjfs.state.oh.us

burkm@odjfs.state.oh.us

Number of Years
Contracted

11 (currently contracted)

Implementation
Description

CGl staff members have provided a full range of consulting services over the duration of the
engagement, including release management, process re-engineering, program/project
planning/management, change management, application and system development/integration,
system solution assessments, quality assurance/systems and integration testing, best practices,
business intelligence reporting, help desk and implementation/training support.

= Program/Project Management. CGI has provided Project Management leadership and
guidance through every project phase utilizing CGI’s Project Management Framework.

= Systems Development. Acting on behalf of the Bureau of Child Care and Development,
CGl has created and executed multiple full system development lifecycle project
initiatives to integrate data and provide automated tools for State resources. The Data
Integration Team has led the systems development efforts for the Electronic
Incident/Injury Report initiative. This effort spanned from requirements gathering, design
of alternative solutions to meet the business and MIS requirements, analysis of alternative
solutions, development of the selected web based application and data processing tool,
system and unit testing, and implementation of the new application.

= Task Order Issuance and Management. CGI partnered with the State of Ohio and
ODFJS to address the Senate Bill 170 Governor’s Order project. CGI provided the
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oversight of the identification of over $36 million that had been erroneously listed as
unclaimed funds and the distribution of over $15 million dollars to Ohio families under the
Senate Bill 170 Governor’s Executive Order project. CGI provided documentation and
analysis of business requirements, design, testing, and implementation phases from
initiation to completion for this project.

—The SB 170 Governor’s Executive Order project involved the system design lifecycle for a
critical statewide application (SETS). It included the management and creation of
deliverables including requirements documentation, county training, formal presentations
and project management methodologies.

= Change Control and Configuration Management. CGI developed and utilizes Change
Control and Configuration Management during its System Development and maintenance
processes.

= Service Desk and Incident Management. CGI created, managed and staffed help desk

for SETS (Support Enforcement Tracking System) for ODJFS in the early 2000’ s for a

minimum of 2 years. In addition, CGI is currently in the process of gathering requirements

and developing an Office of Child and Family Help Desk that we will staff. We will
provide a help desk framework and tool set that can be transitioned to the State staff.

Quality Assurance, Systems and Integration Testing. System and Integration testing is

an integral step for every project work stream. Test Plans, Test Tracking and Results

Report as well as User Acceptance frameworks have been established and utilized for each

system development initiative.

Oracle Database Management. CGIl manages the relational data base technology (Oracle

and DB2)

SQL Database Management. ODJFS has an SQL client server platform with an object-

oriented front end. CGI performs the SQL Database Management.

Data Warehousing Management/Reporting. For the last few years CGI has focused on

the development the ODJFS Data Warehouse/Reporting vehicle using relational data base

technology (Oracle and DB2) to provide data look up and analysis to state and county
management and staff.

Business Intelligence Reporting. CGI has managed and led the requirements, design,

implementation, testing, and implementation processes to identify and implement

solutions such as Business Intelligence Reporting, Child Care Benefits web application,

Consolidated Provider View, System Generated IDs, and Help Desk Set up.

IT Computer Operations Management. CGlI led the effort to increase system

monitoring using multiple tools by each team, which helped pinpoint the numerous cause

of poor system performance. As a result of application, network, and infrastructure

improvements by this team, 99.9% of all user response times were completed in 0-5

seconds at the end of the project. CGI manages the release and computer operations

performance for all major system enhancement efforts for both county and state staff.
= Desktop Support. The PC Technology Upgrade initiative has upgraded nearly 14,000
PCs since project inception. Given the nature of the project PC Support and Help
Desk/Incident Management tends to be the primary discipline in the effort.

CGI manages the CRIS-E, Child Care Data Information Data Systems (CCIDS) 3299 and

CCIDS enterprise systems for ODJFS. All three systems include payment, eligibility

determination and federal reporting and tracking components. The technical environments for

the three systems include the following:
= IMS DB/DC
= Oracle 9i
= Novell
= MS Server 2002
= MS Access
= Telon
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= Cobol

= SQL*Plus
= Cognos

= Informatica
= Erwin

= DB2 UDB
= IS

= ASP

= JavaScript
= TCP/IP

= SNA

= Ethernet

= VBA

Describe Relevance
to the states needs
listed above

The scope and focus of the IT services delivery model planned and implemented by CGI for
ODJFS is similar to that required by NJDCA. From a scope of services standpoint, the CGI
Team supports 15,000 users in the areas of applications, determination of program eligibility
and issue of benefits — core functionality mirroring that of the SIROMS project. These
services are provided either by means of contractual support or task order.

From the standpoint of services focus, CGl Team'’s delivery model is quite close to that
which is called for in the RPQ: Program/Project Management, System Development, Help
Desk, Quality Assurance/Testing, Business Intelligence Reporting, Infrastructure Support,
Applications Maintenance Support Services and Change Process Implementation.

From a technology perspective, both ODJFS and the SIROMS project have Oracle based Bl
data structures and SQL server platforms with an object-oriented front end.

4.5.1.3 Reference 3 — New Jersey Department of Environmental Protection (NJDEP)

Name of Client

New Jersey Department of Environmental Protection (NJDEP)
New Jersey Department of Community Affairs (NJDCA)

Project/ Program
Name

NJEMS — New Jersey Environmental
Management System

RIMS — Registration, Inspection
Management System

NJEMS — New Jersey
Environmental
Management System
RIMS — Registration,
Inspection Management
System

NJEMS — New Jersey
Environmental
Management System
RIMS — Registration,
Inspection Management
System

Client Address

401 E. State St.

Client City

Trenton ‘Trenton ‘Trenton

Trenton

Trenton

Client Contact 1

Pete Tenebruso

Pete Tenebruso

Pete Tenebruso

Client Contact 2

N/A

N/A

N/A

Contact Telephone

(609) 292-3211 (609) 202-3211

(609) 292-3211

Contact E-Mail

peter.tenebruso@dep.state.nj.us

peter.tenebruso@dep.state.nj.us

Number of Years
Contracted

18 (currently contracted)

Implementation
Description

Elements of the NJDEP enterprise system include CGI’sNJEMS (RIMS) solution, an online
government services portal (RSP), ambient data repositories, enterprise data integration and
exchange framework, and many other projects. Several of these projects included integration
with other systems, such as NJDEP's public information portal, document management
system, and statewide financial system.

All our work at NJDEP has included CGI’ s rigorous Project Management methodol ogy;
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requirements analysis; software development, testing, configuration, and support; software

training for client personnel; and documentation similar in scope and complexity to NJDCA

RIMS and RSP systems.

Specific examples of our relevant experience include:

* NJEMS (RIMS) — CGI'sNJEMS (RIMS) system was initially implemented for Air
Quality Permitting. Since 1995, CGI has maintained and incrementally expanded this
system to encompass the vast majority of permitting, compliance, and enforcement
functions from across every division and program area within the agency, including air
quality, water quality, drinking water, site remediation, solid/hazardous waste, well
permitting and land use.

Regulatory Services Portal (RSP) — As NJDEP's strategic information system partner,

CGIl designed and devel oped and maintains NJDEP' s enterprise eGovernment portal to

enable online permitting and compliance transactions with the regulated community. To

date, CGI has implemented over 65 individual permit types or compliance submittals on
the portal including Air Quality permits, Solid Waste permits, Well permits, Land Use
permits, e-payment, Discharge Monitoring Reports, Air Emissions Reports, and
compliance self-reports. An additional 26 are in progress. CGI has recently deployed the
next-generation architecture of RSP, which is rooted in a service-oriented architecture

(SOA), to provide for reuse of components and enable rapid development and deployment

of new services. This next-generation architecture is a first step in enabling NJDEP to

realize its vision of expanding RSP to include over 200 online transaction types.

Enterprise Ambient Data Repository — CGI deployed and maintains our COMPASS data

repository to house NJDEP s ambient monitoring data for multiple program areas,

assembled from several source systems across the agency.

System Integration Projects — Through our maintenance arrangement, CGI has led the

integration of NJDEP’ s mission-critical business systems across their enterprise

architecture. We have listed a sampling of these projects below to demonstrate our
capability for integrations related to the NJDCA project.

—Financial System Integration — CGl integrated NJEMS (RIMS) with NJDEP' s financial
system to process all accounts receivable and payable.

—Cost Accounting Data Warehouse — CGI created a data warehouse that integrated cost
accounting and timesheet information from NJDEP' s Timekeeping system (CGI’s
eCATS software) with programmatic activities and task information stored in NJEMS
(RIMS). This solution enables NJDEP to perform analysis required for planning and
forecasting, budgeting, and cost recovery.

—NJEMS (RIMS), RSP, and Enterprise Content Management System Integration — This
project involved the integration of many systems but has centered on linking together
NJEMS (RIMS), the RSP, and NJDEP' s enterprise content management system
(HighView). CGI built reusable services to manage content creation and workflow
integration across the two systems, utilizing a set of APIs that allow for continual re-use
as content is fed to each system from various channels (e.g., scanners, web, NJEMS).

Describe
Relevance to the
states needs listed
above

This engagement demonstrates our experience and track record with the State of New Jersey.
CGlI has been working with NJDEP for over 15 years providing application development,
application maintenance, user support and regulatory compliance services to the State of New
Jersey successfully for over a decade.

4.5.2 Blue Streak Technologies, LLC References

45.2.1 Reference 1 — State of Louisiana Office of Community Development/Disaster Recovery
Unit (OCD/DRU)

Name of Client

State of Louisiana Office of Community Development/Disaster Recovery Unit (OCD/DRU)

Project/ Program

'The Road Home Project ‘The Road Home Project‘The Road Home Project
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Name ‘ ‘

Client Address P.O. Box 94095

Client City Baton Rouge ‘Baton Rouge ‘Baton Rouge |Baton Rouge Baton Rouge
Client Contact 1 'Tom Burkes Tom Burkes 'Tom Burkes
Client Contact 2 N/A N/A N/A

Contact Telephone

(225) 219-9600 (225) 219-9600|(225) 219-9600

Contact E-Mail

tom.burkes@la.gov tom.burkes@la.gov

Number of Years
Contracted

6 (currently contracted)

Implementation
Description

Installed, configured and maintained the Metastorm BPM system. This system includes
development, testing, and production environments for two separate systems — ATS and all
other projects. Included in these systems are ten Microsoft Windows application and web
servers with connections to several Microsoft SQL database clusters and to an Oracle
instance. Includes 700+ internal users and unlimited number of public users. Currently
delivering development support for numerous business processes.

Describe Relevance
to the states needs
listed above

The Road Home program is designed to provide compensation to Louisiana homeowners
affected by Hurricanes Katrina or Rita for the damage to their homes. The Road Home
program is the largest single housing recovery program in U.S. history. The program’s
objective is to provide compensation to Louisiana homeowners affected by Hurricanes
Katrina or Rita for the damage to their homes.

The responsibilities of OCD/DRU expanded following hurricanes Ike and Gustav to
included management of those recovery efforts in addition to the continuation of the efforts
started under the Road Home program. Processes developed during this period are
proposed as a way to deliver the solution for this response.

45.2.2 Reference 2 —State of Louisiana Division of Administration

Name of Client

Division of Administration State of Louisiana

Project/ Program
Name

IT-10 Budget Application IT-10 Budget
Application

IT-10 Budget
Application

Client Address

Claiborne Building, 1201 N. Third St., Suite 2-130

Client City

Baton Rouge ‘Baton Rouge ‘Baton Rouge |Baton Rouge Baton Rouge

Client Contact 1

Neil Underwood Neil Underwood Neil Underwood

Client Contact 2

N/A N/A N/A

Contact Telephone

(225) 342-7105 (225) 342-7105(225) 342-7105

Contact E-Mail

Neal.Underwood@la.gov Neal.Underwood@la.gov

Number of Years
Contracted

5 (currently contracted for support)

Implementation
Description

The Louisiana Division of Administration’s Office of Information Technology (OIT) is
tasked with the review and approval of all IT Budget Requests (IT-10s) made within all

Louisiana state agencies. When OIT decided to move away from an Oracle-based workflow
solution, they chose the Metastorm BPM platform as their workflow standard, and selected
Blue Streak Technologies as their BPM development partner. This statewide, internet-based
system offers a user registration and approval process, a ten-step wizard-style process for
initial request entry, and a workflow for review and approval of IT-10s at both the Agency
and State levels. Users log in to the system via a custom login screen, and are directed into
a custom dashboard. On the dashboard, users are presented with their working list of active
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requests (requests awaiting action by the logged in user), and their organization request list
(all requests, historical and current, for their organization). From this dashboard, higher-
level admin users can also manage user registration requests and role assignments. When a
user submits arequest, it is routed to their organization’sinternal IT Director, Budget
Analyst, and Undersecretary for approval. If approved at those levels, the request moves
into a workflow of division-level approval steps, including OIT Analysts, OPB Analysts,
and the State ClO. The request is dynamically routed based on type of request (budget/mid-
year) and whether approved or disapproved at any level. There are some additional features
of this system: email notifications, printable PDF-formatted display of 1T-10 form,
graphical audit trail, ability to add comments, and private correspondence between users.

Describe Relevance
to the states needs
listed above

The 1T10 budget request workflow system is designed to provide all Louisiana state
agencies with an on-line flexible solution to submit and/or manage IT requests 24/7. The
system allows one access point for state IT budget requests, visibility to track the progress
of submitted requests and review the history of current and past requests. This system was
originally deployed in version 7.6 and has been upgraded to use version 9.2 of the

OpenText MBPM platform.

4.5.2.3 Reference 3 — State of Louisiana, Department of Children and Family Services

Name of Client

State of Louisiana, Department of Children and Family Services, Office of Family Support,
Fraud and Recovery Section

Project/ Program
Name

Fraud and Recovery Case

Management Information System

Fraud and Recovery Case
Management Information
System

Fraud and Recovery Case
Management Information
System

Client Address

627 North Fourth Street, 7th Floor

Client City

Client Contact 1

Client Contact 2

Contact Telephone

Baton Baton Baton RougeBaton Rouge Baton Rouge
Rouge Rouge
Michael Eleam Michael Eleam Michael Eleam
N/A N/A N/A
(225) 342-5708 (225) 342- |(225) 342-5708

5708

Contact E-Mail

michael.eleam@Ila.gov

michael.eleam@la.gov

Number of Years
Contracted

10 (currently contracted for support)

Implementation
Description

Utilizing Metastorm’s BPM development platform, Blue Streak modeled the Section’s
existing business process to automate collection of information about the case. In addition
to the e-Work case management information system (CMIS), Blue Streak has
implemented a Geographic Information System (GIS) application. This application uses
ArcIMS, ArcGIS, and ArcSDE to map recipients, stores, and other pertinent information
to assist Investigators in identifying signatures of fraud. The GIS application uses
WebFOCUS to generate reports on data extracted from DCFS' data warehouse. The
reports and information are made available to FRS management through a data dashboard
putting the power of the GIS application at management’s fingertips. Includes 70+ end

users.

Describe Relevance
to the states needs
listed above

A large part of this application is the integration of reports and dashboards derived from
map selection data. Another key feature is the integration of GIS and the Metastorm-
based Case Management Information System, which allows a GIS user to generate
potential investigation cases from map filter results.
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45.3

HORNE, LLP Reference

4.5.3.1 Reference 1 - Mississippi Emergency Management Agency (MEMA)

Name of Client

Mississippi Emergency Management Agency (MEMA)

Project/ Program
Name

Public Assistance Program

Public Assistance Program [Public Assistance Program

Client Address

#1 MEMA Drive, P.O. Box 5644

Client City

Pearl ‘Pearl ‘Pearl

Pearl

Pearl

Client Contact 1

Mr. Robert Latham

Mr. Robert Latham

Mr. Robert Latham

Client Contact 2

Mr. Larry Bowman

Mr. Larry Bowman

Mr. Larry Bowman

Contact Telephone

(601) 933-6362  (601) 933-6362

(601) 933-6362

Contact E-Mail

rlatham@mema.gov

rlatham@mema.gov

Number of Years
Contracted

"

Implementation
Description

Financial oversight and document management services for $3.1 billion of Public
Assistance funds including monitoring and reporting to meet compliance and financial
reporting standards. Prepare reporting for the Mississippi Emergency Management
Agency and FEMA in regards to Project Worksheet status reports, performance
benchmarks reports and outstanding issues reports.

Describe Relevance
to the states needs
listed above

final inspection.

Extensive experience with federal and state disaster recovery financial oversight
program, including program process development, program management, pay request
packages, weekly and monthly status reporting, document management, monitoring, and

45.3.2 Reference 2 - Mississippi Development Authority, Disaster Recovery Division

Name of Client

Mississippi Development Authority, Disaster Recovery Division

Project/ Program
Name

Project Management Office; Long
Term Workforce Housing

Project Management
Office; Long Term
\Workforce Housing

Project Management
Office; Long Term
\Workforce Housing

Client Address

P.O. Box 849

Client City

Jackson packson ‘Jackson

Jackson

Jackson

Client Contact 1

Mr. Jon F. Mabry

Mr. Jon F. Mabry

Mr. Jon F. Mabry

Client Contact 2

Mr. Charles L. Bearman

Mr. Charles L. Bearman

Mr. Charles L. Bearman

Contact Telephone |(601) 359-3449 (601) 359- (601) 359-3449
3449
Contact E-Mail jmabry@mississippi.org jmabry@mississippi.org

Number of Years
Contracted

5

Implementation
Description

Development of cost classification tables for 18 separate programs, document management,
applicant closing automation of the appeals process as well as internal monitoring,
reporting and budgeting. Coordinate and communicate policies and best practices across
multiple state agencies, projects and municipal governments.

Housing program implementation, financial monitoring and reporting. Preparing
subrecipients for contract, reviewing policies and procedures an conducting training
sessions on cash request processing, HUD policies and Fair Housing requirements.

May 14, 2013 — Presented to New Jersey Department of Community Affairs

4-109



Cal

New Jersey Department of Community Affairs
RFQ No.: RFQ776799S

Customize reporting tools to expand transparency and accountability by aging and track all
project processes and events. Develop a Housing Applicant Income Verification process
that determines applicant eligibility and monitored HUD income requirements to increase
subrecipient compliance. Provide policy recommendations on program income,
subrecipient financing, allowable expenses and other topics.

Describe Relevance
to the states needs
listed above

Extensive experience with the development of operational plans, strategic planning,
program development, process development Fair Housing, affordable housing activities
including homebuyer assistance, home repairs and new home construction, subrecipient
contract management, financial oversight, request for cash processing, duplication of
benefits compliance, income verification, program reporting and subrecipient close out.

4.6 Sample Plans

All Sample Plans requested have been included in Appendix D.

4.7 Financial Capabilities
All Financial Capabilities requested have been included in Appendix E.

4.7.1 CGI DUNS Number

CGI's DUNS number i[RI
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MacBride Principles Compliance Explanation for New Jersey

CGI Group Inc., which is the parent of CGI Federal Inc has no physical presence in
Northern Ireland, directly or indirectly through any subsidiaries or affiliated companies
over which the corporation maintains effective control. CGI Group Inc. performs remote
telephony work in Canada under a contract with a client that operates in Northern Ireland.
All of the work performed under the contract is performed in Canada, although the
invoices for the work are sent to, and paid from, client offices in Northern [reland. As
CGI has no employees or contractors or subcontractors at work in Northern Ireland, there
are no actions for CGI to take in support of the MacBride Principles. That said, CGI
embraces the MacBride Principles and will, if circumstances change to require it, address
them lawfully and in good faith.
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5.2 Ownership Disclosure Form
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5.4 Subcontractor Utilization Plan
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Appendix B — Named Personnel Resumes

6.1 Venkat lyer

EXPERIENCE
SNAPSHOT

INDUSTRY

BACKGROUND

= Government

= Healthcare

= |[nsurance

= Manufacturing
SPECIALIZATION

With more than twenty years of consulting and business management
experience in information technology, Mr. lyer has wide ranging
experience in solution development, management and delivery of large
scale engagements with various customers. During his tenure at CGl,
Mr. lyer’s successes include customer creation and retention,
engagement management, customer relationship management, project
management, systems analysis and design, programming, testing and
quality management.

CGI EXPERIENCE

= Legacy
Environments

= Internet
Technologies

= Systems
Integration

= Software
Selection

=|T Strategy

=Project
Management

= Best Business
Practices

= Managing
Multiple
Engagements

= Establishing
and Managing
Large Teams

= Large Scale
Project
Management

CGI EMPLOYEE, 08/26/91 - PRESENT

PRACTICE LEADER, REGULATORY SOLUTIONS GROUP
(RSG), 04/11 - PRESENT

DIRECTOR, RSG OPERATIONS, 08/08 — 04/11

Responsibilities:

CGI’s Regulatory Solutions Group (RSG) helps State regulatory
Agencies and large chemical manufacturers achieve their objectives
with respect to regulatory compliance and environmental protection by
offering specialized technology and business solutions that include
software products, consulting services, and business process services.
Mr. lyer joined RSG in 2008 as the Director of Operations and
expanded his leadership role in the group to RSG Practice Leader in
2011. In this Practice Lead role, Mr. lyer oversees a 20 Million dollars
per year portfolio of engagements and a team of over 140
geographically disperse staff members and his responsibilities as part
of RSG include the following:

= Providing leadership, oversight and direction

= Driving business growth in the Environmental Commercial and
Public Sector markets with new and existing clients

= Expanding the portfolio of capabilities in the environmental space
to include business process services

= Providing management oversight over multiple engagements to
ensure that projects are meeting their desired objectives

Interacting with senior RSG client managers to proactively address project risks and issues as

necessary

Providing strong leadership and inputs for RSG’s strategic initiatives
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= Management of RSG technical infrastructure
= Financial management and responsibility for RSG operations

As part of his tenure with RSG, Mr. lyer has worked closely with many RSG clients including
New Jersey Department of Community Affairs, Maryland Department of Environment (MDE),
Indiana Department of Environmental Management (IDEM), ExxonMobil, Momentive Inc., and
3M.

DIRECTOR, CONSULTING SERVICES, CGI FEDERAL, 01/03 — 08/08

Responsibilities:
As a Director in the Federal Government Group at CGI in the Greater Washington DC region,
Mr. lyer’s major responsibilities and achievements include:

= Management and Oversight of the Department of Defense (DOD) AHLTA Implementation
and Training Project. AHLTA is the Electronic Records Initiative for DOD’s Military Health
System. As CGI’s project director for this project, Mr. lyer oversaw all aspects of the project
including client delivery, management of the CGI team of 45 consultants, management
reporting and administrative functions. Mr. lyer took over responsibility for in this project
beginning in April 2004.

= Management of an Independent Validation and Verification (IV&V) project for the National
Library of Medicine (NLM). CGI was responsible for providing IV&YV services on a content
management initiative launched by NLM. Mr. lyer was responsible for management of the
contract from May 2003 to May 2005.

= Account Manager for Fannie Mae. As account manager for Fannie Mae, Mr. lyer was
responsible for managing the CGI team of consultants and sub-contractors working on 5
Fannie Mae projects that were assigned to CGI. These projects covered the areas of single
family housing, loan acquisitions support, financial systems upgrades and credit loss
management applications.

= Capture and solutions lead on a large content management initiative for the Office of Federal
Housing Enterprise Oversight (OFHEQ), an independent agency within the department of
Housing and Urban Development (HUD). After contract award, Mr. lyer was responsible for
project Kick-off and start up activities that led to the transition of the project to its full-time
project manager.

= Played the lead role in establishing partnerships between CGI and other major government
contractors on large GWAC contracts including D/SIDDOMS I1l, VA-GITS, ENCORE and
CIOSP I1.

DIRECTOR, CONSULTING SERVICES, 06/99 — 10/2002

Responsibilities:
As Director in CGI’s Healthcare and Government business unit in Cleveland, Ohio, Mr. lyer’s
major responsibilities and achievements included:

= Delivery and management of IT projects in the business unit. Responsibilities included client
management, oversight of day-to-day operations, staffing, financial management and
reporting. Major clients included State of New York, Medical Mutual of Ohio, Whole
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Health Management, Blue Cross Blue Shield of North East Pennsylvania, Progressive
Insurance, and LaFarge.

= Capture and solution development on new initiatives. In this role Mr. lyer was responsible
for various tasks including bid/no bid reviews, profitability analysis, proposal management
and solution development.

= Development of automated tool to conduct HIPAA analysis for healthcare clients. In this
role Mr. lyer managed a team responsible for conceptualization, analysis, design and
development of an impact analysis toolset to analyze application source code for a healthcare
organization to analyze the impact of HIPAA compliance from a transaction set perspective.

= Initiated the ISO-9001 compliance initiative for the Cleveland business unit.

ENGAGEMENT DIRECTOR, AMERICAN GREETINGS, 10/96 — 05/99

Responsibilities:

As Engagement Director, Mr. lyer managed and delivered a multi-million dollar engagement to
American Greetings. Initially American Greetings outsourced their total Year 2000 conversion
effort to CGI. Additionally, the customer awarded 5 other IT projects to CGI as a result of CGI’s
impressive track record. CGlI had a staff of over 80 consultants working on the engagement for
a period of 2 years. All projects were delivered on time within budget and CGI exceeded
customer expectations on this contract. Mr. lyer’s responsibilities on this engagement included:

= Solution Development

= Contract Negotiations

= Total Engagement Management

= Management of the entire CGlI staff of over 80 consultants
= Quality Management

= Reporting to CGI and customer management

ENGAGEMENT MANAGER, FORD MOTOR COMPANY, 01/94 — 10/96

Responsibilities:

As Engagement Manager, Mr. lyer was responsible for managing CGI’s relationship at Ford
Motor Company. Ford initially retained CGI to deliver a pilot project to demonstrate the
offshore services delivery model. Upon successful delivery of the project, Ford awarded
numerous projects to CGI which were all delivered on time, within budget and exceeded
customer expectations. The projects delivered by CGI included Vehicle Loss and Damage
System, Competitive Advantage System for Ford Trucks, Global Customer Database, NAFTA
Parts Qualification System and Global Distribution System. CGI was awarded the Ford Systems
Excellence Award for 4 of its projects. Mr. lyer’s responsibilities at Ford included:

= Managing all engagements at customer site

= Management of all CGI consultants

= Quality Management

= Reporting to CGI and Customer Management
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PROJECT MANAGER, CENTRAL POWER AND LIGHT, 03/93 - 01/94

Responsibilities:

As Project Manager and facilitator, Mr. lyer was responsible for the development of CPL’s Fleet
Management System. CPL is one of the leading providers of electric power in the State of
Texas. CPL outsourced the development of its fleet management system to manage its fleet of
over 2000 company owned vehicles to CGI. The main features of the system included a vehicles
database, vehicles selection and purchase, vehicle assignment to personnel, preventative
maintenance schedules and reporting. The system was delivered in 9 calendar months with a
team size 12 Analysts/Developers. Mr. lyer’s responsibilities included:

= Project Management

= Systems Analysis and Design
= Quality Assurance

= Testing

PROJECT MANAGER, WACHOVIA BANK, 10/92 - 03/93

Responsibilities:

As Project Manager, Mr. lyer was responsible for the re-engineering of the Student Loan
Management Applications. The Bank wanted to migrate their loan systems from its current
architecture to a new architecture using VSAM files. In addition, portions of the systems were
written in Assembler which had to be migrated to COBOL. CGI was awarded the outsourcing
contract for this effort. The effort was completed in 8 calendar months using a team of 42
developers. Mr. lyer’s responsibilities on the project included:

= Project Management

= Architecture Definition

= Program Specifications

= Management of CGI consultants
= Testing and Quality Assurance

TECHNOLOGY: MVS, VSAM, COBOL, ASSEMBLER, JCL

TEAM LEADER, UNUM LIFE INSURANCE, 03/92 — 09/92

Responsibilities:

As a Team Leader, Mr. lyer was responsible for the development of a security system for

UNUM Life Insurance. UNUM wanted to develop an Access Control System that would capture
user profiles and their access privileges to various core applications within the organization.

CGl was selected to develop this system for UNUM. The development of the system was
completed in 6 calendar months with a team of 5 developers. Mr. lyer’s responsibilities
included:

= Requirements Definition
= System Design

= Programming

= Testing
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= Team Management
TECHNOLOGY: MVS, VSAM, TELON, CICS, COBOL, JCL

CONSULTANT, LEO BURNETT, 08/91 — 02/92

Responsibilities:
As a Consultant, Mr. lyer was responsible for identifying and correcting system defects in a
PL/1, CICS environment. His responsibilities included:

Correcting critical System Defects

= Improving Systems Performance

Training IT personnel on testing and debugging techniques
Setting up production job streams

TECHNOLOGY: MVS, CICS, PL/1, ADABAS, JCL

PRIOR EMPLOYMENT EXPERIENCE

Senior Analyst, Interface Software, 08/90 — 08/91

As a Senior Analyst, Mr. lyer worked on various projects performing requirements definition,
systems design, architecture design, programming, testing and performance tuning activities.
Mr. lyer also provided training to new recruits on various technologies that were used on
projects.

TECHNOLOGY: MVS, DOS/VSE, CICS, COBOL, PL/1, DB2, SQL/DB, VSAM, JCL,
ASSEMBLER

Business Analyst and Programmer, Blow Plast Limited, 05/87 — 07/90

As a Business Analyst and Programmer, Mr. lyer worked on various projects for Blow Plast
Limited, a leading luggage manufacturer. Applications developed included Branch Office
Automation Applications, Financial Systems and Payroll Systems.

TECHNOLOGY: WANG VS 65, COBOL, DBASE I+, BASIC
EDUCATION

= B.Sc., Physics and Computer Programming, University of Bombay, 1985

= Diploma in Computer Programming, Systems Analysis and Application, State of
Maharashtra, Board of Technical Education, 1987

= Diploma in Systems Management, University of Bombay, 1989
= Project Management Professional, 2006
= ITIL Foundations Certification, 2008
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SNAPSHOT

INDUSTRY
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BACKGROUND

= State & Local
Government

= Telecommunications

=Cable

= |[nsurance
SPECIALIZATION

With more than 20 years in the Information Technology industry,
Mr. Pigue has a proven and diverse record of successful client
account management, project delivery, marketing & business
development success, and practice leadership for CGI and its
clients, in both the Public Sector and Commercial industries. Mr.
Pigue has extensive experience in the planning, managing, and
delivery of strategic business solutions.

CGI EXPERIENCE

= I[P Telephony

= Service Delivery
Platforms

=SIP Application
Development &
Integration

=Billing & Rate

=Program
Management

= Marketing & Sales

CGI EMPLOYEE, 07/05/94 - PRESENT

PUBLIC SECTOR ACCOUNT MANAGER/IT DIRECTOR,
LOUISIANA ROAD HOME, 03/09 - PRESENT

Responsibilities:

Mr. Pigue is the IT Project Director for CGI’s on-going managed
services engagement with the Louisiana Office of Community
Development/Disaster Recovery Unit Road Home Engagement.
He oversees a team of over 50 CGI and subcontractor staff
responsible for application maintenance and support,
infrastructure management, IT service desk, and 24x7 operations.
He also has overall Account Management responsibility for all
CGI’s State & Local business in Alabama and Louisiana.

IP SOLUTIONS PRACTICE LEAD/ENGAGEMENT
MANAGER, COMCAST, 09/06 — 03/09

Responsibilities:

Mr. Pigue was the U.S. practice lead for CGI’s IPSolutions/IPCentricl Ty™ Practice. His team
was responsible for developing and delivering CGI’s convergent communications offerings in
the IP Telephony - Unified Communications space with an emphasis on service delivery
platform architecture, Session Initiated Protocol (SIP) application development & integration,
and IMS/Next Generation Network design and deployment. He was also a senior member of the
CGI Telecommunications Senior Leadership team charged with defining and executing industry-
based strategy and operations.

From February 2007 until March 2009 he was also responsible for CGI’s successful project at
Comcast to design, implement, and support an advanced SIP-based applications infrastructure
and set of retail applications for Comcast’s cable customers, including caller-id for TV. CGI’s
delivery team spanned both the U.S. and Canada and included on-site project work at multiple
Comcast facilities in greater Philadelphia.
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MARKETING AND SALES SUPPORT, TAPESTRY® (CGl), 07/02 — 08/06
Responsibilities:

Mr. Pigue served as head of Tapestry Marketing & Sales Support. Tapestry is CGI’s rating,
billing, and order management solution for the convergent communications market. He and his
team were responsible for supporting all marketing and sales efforts including client business
development, pricing and proposal creation, marketing collateral and website management, and
trade show planning and execution. He also served as member of the Tapestry senior
management team responsible for overall product strategy and direction.

PROGRAM MANAGER, BELLSOUTH, 04/00 - 06/02

Responsibilities:

Mr. Pigue was the IT Prime Integration Office (PIO) Manager for the UNE 319 Integrated
Billing Solution Program from March 2000 through June 2002. He chartered the Prime
Integration Office in March 2000. This multi-year, $100M+ program, driven by FCC 319
regulatory compliance, included the deployment of AMS’ Tapestry Billing Solution along with
Oracle Accounts Receivable. The program successfully launched in the 4th quarter 2001 and
completed deployment in the 3rd quarter 2002. Mr. Pigue directly managed a staff up to seven
people responsible for IT program management functions including stakeholder management,
financial reporting, integrated planning, status reporting, issue/risk management and overall
coordination among four primary solution partners (AMS, Oracle, Accenture, & Fortune 100
Client). As P10 Manager, he worked closely with senior client and solution partner management
throughout the entire program lifecycle.

PROGRAM MANAGER, NEXT GENERATION NETWORK, 10/99 - 03/00

Responsibilities:

Mr. Pigue served as the Program Office Manager (PMO) for the Next Generation Network
Systems organization at U S WEST. The team was responsible for planning a variety of xDSL
related programs to support data and video product rollouts and migration of existing network
systems towards Next Generation Technologies. Mr. Pigue managed the PMO with a staff of 2-
4 people responsible for integrated planning, issue/risk management, requirements management,
and stakeholder management.

PROJECT MANAGER, BELLSOUTH, 04/99 — 09/99

Responsibilities:

Mr. Pigue was the Project Manager on the Print Manipulator Deployment Project in BellSouth
Billing, Inc. from April 1999 until September 1999. The team supported a variety of bill design
related projects centered on the deployment of new print manipulator technology for use by both
BellSouth Telecommunications and affiliates for producing their printed bills. The team also
worked heavily on redesigning the BellSouth Consumer and Small Business Bill to meet the
needs of the BellSouth Solutions Project and remains involved in Consumer’s continued bill
redesign efforts.
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REQUIREMENTS DEFINITION TEAM MANAGER, BELLSOUTH, 07/98 — 03/99

Responsibilities:

Mr. Pigue managed the joint 25+ person AMS, BBI, and Symphony Alliance BellSouth
Industrial Billing System (BIBS) Requirements Definition Team from July 1998 until March
1999. The team was responsible for analyzing and defining the requirements for an entirely new
industrial billing system initially targeted for Unbundled Network Element (UNE) billing with
foundations laid for all industrial billing including Access, Resale, Payphone Service Providers,
and Wireless. The team worked closely with Amdocs, the primary solution vendor, to define the
requirements and the enhancements needed to meet those requirements. The team successfully
produced a Conceptual System Design (CSD) which captured a very robust set of business
requirements, window mockups, and interface specifications as well as a project schedule, cost,
and technical architecture.

DEVELOPMENT TEAM MANAGER, BELLSOUTH, 01/98 — 06/98

Responsibilities:

Mr. Pigue managed the joint 25+ person AMS-Symphony Alliance Application Development
Team for the New Bill Design Project from January 1998 until June 1998. He transitioned from
the QUANTUM Business Requirements Team, where he led the effort to define the requirements
and analyze the engineered solution, to the application team to oversee the design and
development of the solution. This project was launched to implement a re-designed BellSouth
bill for their consumer and small business markets. Due to BellSouth funding issues, the project
was suspended during the design phase.

REQUIREMENTS TEAM MANAGER, BELLSOUTH, 08/96 — 12/97

Responsibilities:

Mr. Pigue was the Business Requirements Team Manager for the QUANTUM Project at
BellSouth from August 1996 until December 1997. This team, comprised of approximately 20
AMS and BellSouth staff, had various functional responsibilities. Its primary responsibility was
the planning and analysis of new billing initiatives. These efforts resulted in Project Charters
and Conceptual System Designs (CSDs), which were used to identify, scope, price, and schedule
new initiatives. In addition, his team was also responsible for ongoing requirements and change
management for all Quantum applications. The Documentation & Training and Software
Configuration Management functions were also part of his organization.

As part of the QUANTUM Business Requirements Team, Mr. Pigue has played a lead role in
several planning initiatives. He was responsible for producing the CSD for the 97.2 release of
the Product Packaging application. He also contributed to the 97.2 Customer Billing
Relationships CSD. These applications are large, object-oriented systems which support
BellSouth’s marketing strategy. In early 1997 he led the effort to produce the Multiple Balances
Project Charter. This effort concentrated on Treatment and Accounts Receivable processing
across BellSouth products and affiliates. He also led the team responsible for analyzing and
defining the business requirements for a redesigned BellSouth bill.
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TEAM LEAD, BELLSOUTH, 07/94 — 07/96

Responsibilities:

Mr. Pigue managed the Bill Presentation team on BellSouth’s Future Billing System Project
from December 1994 through July 1996. The team consisted of 50+ software engineers and test
analysts from AMS, BellSouth and third-party contractors. While under his management the
team deployed the Future Billing System across the entire BellSouth territory. This included the
implementation of a Spanish Bill, an 8.5 x 11 Bill, full duplexing capability, and significant
enhancements to support U.S. Postal Reclassification.

Prior to assuming the Team Manager position, Mr. Pigue was the Team Leader for the Data
Definition Team, one of the application teams in Bill Presentation. He held this position from
September 1994 through November 1994.

Mr. Pigue joined AMS as a member of the BellSouth Bill Presentation Team. He represented
FBS on the Spanish Bill Project Team. He worked very closely with the Consumer, Small
Business, and Interconnect groups to define the business and systems requirements for the
Spanish Bill which was successfully implemented in July 1995.

PRIOR EMPLOYMENT EXPERIENCE

IT Manager, Travelers Insurance Company, 07/86 — 06/92

Prior to joining AMS, Mr. Pigue spent six years at the Travelers Insurance Company. For the
last three years he was an Information Technology Systems Manager in the Property-Casualty
business area. In this role he managed a team of 5-10 software engineers responsible for
implementing and supporting Management Information Systems. While at Travelers he was part
of the ACCENT Management Development Program, an accelerated management development
program which brought him experience in various technologies and business areas. He also
served a six-month assignment as the Executive Assistant to the Chief Investment Officer.

EDUCATION

= M.S., Management, Massachusetts Institute of Technology, 1994
= B.Sc., Information and Computer Science, Georgia Institute of Technology, 1986
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EXPERIENCE
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BACKGROUND

= State Government

= Private Sector

= Finance

= Telecommunications
SPECIALIZATION

= HUD CDBG-
DRDisaster
Recovery

= Disaster Recovery
Project Management

= Business Process
Management

= Document
Management and
Review

Carey is a senior manager in disaster recovery services at
HORNE LLP where he is responsible for projects related to US
Department of Housing and Urban Development (HUD)
Community Development Block Grant (CDBG) administration
and process improvement.

Carey joined HORNE in 2013 with more than 25 years of
experience in project management, information technology and
business consulting.

HORNE EXPERIENCE

HORNE EMPLOYEE, 04/13 - PRESENT

SENIOR MANAGER, CDBG-DRDISASTER RECOVERY
PROGRAMS, 04/13 - PRESENT

Responsibilities:

Mr. Lambert is a member of the disaster compliance division at
HORNE, where he is a Senior Manager on CDBG-Disaster
Recovery (DR) programs in Texas. Mr. Lambert is responsible
for the Texas CDBG-DRHomeowner Opportunity and
Homeowner Assistance Program for the City of Galveston

Disaster Recovery Housing Program (Round 1 and Round 2), the
Lower Rio Grande Valley Development Council Disaster Recovery Housing Program, the South
East Texas Regional Planning Commission Hurricane Ike Housing Recovery Program, the
Galveston County Housing Assistance Program, and the City of Houston Housing & Community
Development Department Single Family Home Program.

As Senior Manager focused on Texas CDBG-DRDisaster Recovery programs, Mr. Lambert
works directly with the Texas General Land Office and Sub Recipients to ensure all compliance
and oversight activities related to more than $1 Billion in new construction, rehabilitation, and
homebuyer assistance CDBG-DRdisaster recovery programs. These programs include project
management activities associated with non-profit, for-profit, and municipal organizations.
Compliance for these programs includes all applicable CDBG, Stafford Act, ADA, and fair
housing regulations.

PRIOR EMPLOYMENT EXPERIENCE

Senior Manager, CohnReznik, 08/08 — 04/13

Mr. Lambert was responsible for multiple Louisiana agency engagements associated with the
recovery from hurricanes Katrina, Rita, Gustav and Ike where total CDBG-DR allocations
exceeded $14B. Working primarily with Louisiana’s Office of Community Development,
Disaster Recovery Unit (OCD/DRU), Mr. Lambert’s team assisted with compliance monitoring
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plans, grant administration performance reporting, IT requirements, contractor and program
transitions, and process improvements.
Project Lead, Reznik Group, 09/06 — 10/08

Mr. Lambert worked as a project lead on the HUD funded CDBG-DRDisaster Recovery
Homeowner’s Assistance and Elevation Grant Programs providing program management and
oversight for the distribution of $2.5 billion of federal disaster recovery funds. Mr. Lambert
designed and implemented programs, processes, and systems to assure internal controls and
effective reporting. He managed the development of automated software for processing
applications, an electronic audit trail indicating all conclusions drawn from the data and all roles
that personnel played during the verification process. He created processes and procedures to
integrate data from hundreds of stakeholders to ensure non-duplication of benefits, continual
quality assurance, investigation and internal audit functions. He also assured a complete
electronic audit trail was maintained for every application submitted. He developed change
management planning and business process engineering. He monitored the IT department to
ensure it complied with HUD and state laws and regulations.

Project Lead, Reznik Group, 06/07 — 08/08

Mr. Lambert worked as a project lead on the first phase of the $235M HUD funded CDBG-
DRDisaster Recovery Small Rental Assistance Program. The Small Rental Assistance Program,
a compensation grant program, encouraged individuals and businesses to renovate or construct
affordable rental properties along the Mississippi Gulf Coast. Property owners applied through
the Mississippi Development Authority for up to $40,000 per application in forgivable loans for
the repair or construction of rental properties. Mr. Lambert was responsible for process analysis
and implementation strategies to increase efficiency and effectiveness of all monitoring
programs in compliance with HUD and state laws and regulations. He designed workflow tools
and processes for tracking, document management, and monitoring. He supervised multiple IT
functional areas including operations, applications development, infrastructure support and the
service desk. He managed the development of Portfolio Manager — the automated grants
processing applications. He created processes and procedures for integrating data from hundreds
of stakeholders to ensure non-duplication of benefits, continual quality assurance, investigation,
and internal audit functions. He assisted the Project Manager to identify and procure IT services
and products; evaluating the best products and services to meet the client’s needs, and obtain the
best value.

Director — Information Technology, JP Morgan Chase, 08/03 — 07/06

Mr. Lambert was responsible for managing IT staff, resources and activities needed to service
$11B+ Student loan portfolio. Key roles included Project Management, Strategic Planning,
Budgeting, Capacity Planning, Business Continuity Planning and IT Audit Representation. He
implemented formal IT request processes and change control and risk management processes.
Mr. Lambert established and maintained system availability SLAs and consistently managed 1T
expenses within budget. He represented IT in many audits including Sarbanes-Oxley and SAS70
Type II.
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Director — Information Technology, MCI/WorldCom, 01/99 — 07/03

New Jersey Department of Community Affairs
RFQ No.: RFQ776799S

Mr. Lambert was responsible for planning, implementing, monitoring and administration of IT
infrastructure. He managed operations of a 24 X 7 Data Center, Technical Support of Back
Office, LAN, WAN, Desktops, IT Procurement and Service Desk.

EDUCATION

= B.A., Management Information Systems, Mississippi State University, 1981
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6.4 Scott Keller
HORNE EXPERIENCE

EXPERIENCE
SNAPSHOT HORNE EMPLOYEE, 08/07 - PRESENT
INDUSTRY MANAGING PARTNER, HORNE (NSG), NATIONWIDE, 08/07
= Financial —PRESENT
Services Responsibilities:
= Federal Mr. Keller, a senior policy advisor with 20 years experience at all
Government levels of government, founded National Strategies Group in 2007 and

works with corporate and governmental clients to address complex
legislative and regulatory challenges. Mr. Keller has capabilities and
expertise in a wide variety of business sectors, but maintains a strong
SPECIALIZATION focus in the federal appropriations process, the programs of the US
Department of Housing and Urban Development, the financial services

= Healthcare
=Private Sector

= HUD sector, health care and public/private housing initiatives. Additionally,

=CDBG Mr. Keller serves on the board of First Alliance Lending, a large US

= Disaster based lending partner to institutions and homeowners, dedicated to
Recovery creating and preserving home ownership.

*HOME PRIOR EMPLOYMENT EXPERIENCE
Investment . . i
Partnerships Deputy Chief of Staff, United States Department of Housing and
Program Urban Development, 12/03 — 08/07

= Tax Credit While at the Department of Housing and Urban Development (HUD),
Mr. Keller directed personnel, political and policy matters for over
9,000 employees in Washington, D.C. and across the country. He
served as the senior political and policy advisor to the Secretary on all
Departmental, Congressional, Cabinet and executive agency issues.
Mr. Keller was responsible for overseeing and negotiating the
agency’s budget requests from FY2004 through FY2008 with both the Executive Office of the
President and the Congress. Further, he was tasked by the Secretary to work with the President’s
senior staff to manage and coordinate the Department’s programmatic and operational efforts to
accomplish the President’s goals and initiatives. He was instrumental in managing the
Department’s response during and after the 2004 gulf coast hurricanes as well as gulf coast
recovery following Hurricane Katrina. Those efforts included the development of an allocation
process to distribute almost $18B in Community Development Block Grant (CDBG) funds to
Texas, Louisiana, Mississippi, Alabama and Florida, working with the Governors of those states
to develop creative solutions for use in recovery, the redevelopment of public housing at the
Housing Authority of New Orleans and the rebuilding of Charity Hospital and other public
infrastructure programs. In 2006, President Bush nominated Mr. Keller for the position of
Assistant Secretary for Congressional and Intergovernmental Relations.

Director of Governmental Affairs, Greenberg Traurig, 08/94 — 12/03

=Public Housing
Finance
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Mr. Keller spent 10 years at the Greenberg Traurig Law Firm in Tallahassee, Florida, as Director
of Governmental Affairs. He represented a wide variety of interests, including the Habitat
Companies and the Chicago Housing Authority, but specialized in public housing authority

policy realignment, health policy advocacy, utility regulation, and property and casualty
insurance regulation.

New Jersey Department of Community Affairs
RFQ No.: RFQ776799S

EDUCATION

= B.Sc., Finance and Economics, Florida State University, 1993
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6.5 Jim Rance

EXPERIENCE
SNAPSHOT

INDUSTRY

BACKGROUND

= Government
SPECIALIZATION

= Project Management
= Financial Planning

= Emergency
Preparedness

TRAINING

With more than eight years in the Information Technology
industry and 28 years of management, Mr. Rance has a wide
range of experience providing project management, service
delivery and account management, as well as documenting,
testing and implementing complex business technology
solutions.

CGI EXPERIENCE

= Navy Emergency
Preparedness Liaison
Officer (NEPLO)
University, 2006

=National Incident
Management System
(NIMS) training ICS
100, 200, 700 & 800

= Defense Institute of
Security Assistance
Management (DISAM),
Security Assistance
Management -C, 1998

=U.S. Naval Aviation
Training, Designated
Navy Pilot / Qualified
rotary wing and single-
engine fixed wing
airnraft 10QR

CGI EMPLOYEE, 03/16/09 - PRESENT

APPLICATIONS SERVICE DELIVERY MANAGER,
LOUISIANA ROAD HOME, 03/09 - PRESENT

Responsibilities:

Mr. Rance is the Service Delivery Manager of the I.T.
Applications team composed of 15 business analysts, test
analysts, and programmers. This team supports the broader
organization of 500 employees in the largest housing
recovery project in the history of the United States. The team
gathers requirements, develops software solutions, processes
change requests, and provides QA/Testing, vendor
management and daily operational support for custom built
and 3rd party vendor solutions. Software used for the
program includes custom development of Metastorm BPM,
SharePoint, and JIRA issue tracker applications. Mr. Rance
is also responsible for oversight of vendors contracted
directly to the state, STR and Housing Development Software
(HDS). The team successfully reduced middle-ware products
and instituted structured Software Development Lifecycle
processes for over 1000 Change Requests in three years.

PRIOR EMPLOYMENT EXPERIENCE

Manager of IT Applications, ICF International, 02/07 —
03/09

Mr. Rance’s team implemented, configured, and supported software applications that accepted
over a 140,000 applications for benefits, calculated over 70,000 awards and interfaced with
closing agents to award 120,000 people over $8B grant money for the Louisiana Road Home
program. His team implemented two scheduling software packages and migrated over 100,000
appointments from one to the other. In less than a month, they designed, managed development,
and implemented a Web application which accepts applications for the Small Rental program.

Navy/Marine Corps Intranet (NMCI) Resource Manager, Navy Reserve, 04/05 — 02/07
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While recalled to active duty, he served as the NMCI Resource Manager for the Navy Reserve.
He and his team ordered and tracked delivery of all computing equipment for the Navy Reserve
throughout the United States. He controlled a budget of $92M which served over 70,000
customers. Mr. Rance’s team performed account management with the prime contractor to
verify the costs of the program. Many sub-projects were involved with this program to include
technical refresh of equipment, Blackberry procurement and delivery and initial outfitting of
some remote sites. During this assignment, he earned the Project Management Professional
(PMP) certificate.

Web Division Director & IT Project Manager, Navy Reserve, 04/05 — 02/07

While recalled to active duty, he served as the Director of the Navy Reserve Web Site (NRWS).
The NRWS is the primary access point and content management tool for 70,000 Navy Reservists
and is hosted and managed by Commander, Navy Reserve Forces Command (CNRFC) staff and
contractors. Its primary purpose is to provide a common template- based system for all Navy
Reserve commands and units that provide each site with a consistent, attractive and user friendly
design. Mr. Rance conducted a bottom-up review of change management for the site and
developed a training program for the field users and the helpdesk staff, which included a web site
boot camp for administrative rights users. The NRWS was built in a customized version of
Microsoft’s Content Management Server (CMS) 2002.

Navy Emergency Planning Liaison Officer, State of Louisiana, 02/06 — 12/06

Mr. Rance served for one year as the Navy Emergency Preparedness Liaison Officer (NEPLO)
to Louisiana, which involved frequent contact and planning with the Governor’s Office of
Homeland Security and Emergency Preparedness (GOHSEP). He was the primary point of
contact between the State and the U.S. Navy in matters pertaining to Defense Support of Civil
Authorities (DSCA). He parlayed his dual role in I.T. management to affect the issuance of new
computer equipment to all NEPLOs nationwide.

Financial Advisor, Merrill Lynch, 03/00 — 12/06

Mr. Rance worked as a financial advisor with Merrill Lynch where he earned the Certified
Financial Planner (CFP®) certificate. He was responsible for marketing of service, conducting
investment seminars and management of client assets. He was recalled to active duty to serve on
the staff of Commander, Navy Reserve Forces Command in New Orleans, Louisiana as an I.T.
Project Manager.

Country Program Manager, Navy International Programs Office, 11/97 — 12/99

As a Country Program Manager and Navy Officer, Mr. Rance opened, executed and closed over
110 Foreign Military Sales cases valued in excess of $1.8B. The delivered products were either
manufactured or purchased from existing inventories to include ships, aircraft, missiles and
communication systems. The level of detailed planning and financial estimating was extensive.
He also established education and training cases, engineering services and assistance cases.
Most of these cases required multiple steps to execute thoroughly whereas some required
Congressional notification.
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U.S. Naval Officer/Pilot, U.S. Navy, 05/85 — 12/99

His Naval service included over 13 years as a helicopter pilot in the Light Airborne Multi
Purpose System (LAMPS) community. Mr. Rance led aviation detachments onboard Navy
warships. He also led a team of 11 recruiters and administrative assistants, divided between two
office locations, in canvassing and interviewing potential medical, nuclear, and general officer
program candidates. In his last tour, he was assigned to the Navy International Programs Office
(NIPO).

EDUCATION

New Jersey Department of Community Affairs
RFQ No.: RFQ776799S

= B.Sc., Mathematics with Computer Science Option, Tulane University, 1985
= Certified Financial Planner, 2004
= Project Management Professional, 2006
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6.6 David DeCarlo

EXPERIENCE
SNAPSHOT

INDUSTRY

BACKGROUND

= Manufacturing
& Distribution

= Government

= [nformation
Technology

SPECIALIZATION

With more than 17 years of experience in information technology,
project management and systems administration, Mr. DeCarlo has
worked every aspect of IT infrastructure, from design, budgeting and
procurement to implementation and administration. He is experienced
in infrastructure management and operations for high profile,
sensitive/critical data systems. He specializes in designing and
building reliable and cost efficient IT systems for both private business
and public entities.

CGI EXPERIENCE

= |T
Infrastructure

= Enterprise
Service Desk

= Network
Architecture

= Disaster
Recovery
Planning

= [nformation
Security

CGI EMPLOYEE, 04/19/09 - PRESENT

DELIVERY MANAGER, LOUISIANA ROAD HOME, 04/09 -
PRESENT

Responsibilities:
As Delivery Manager for the Louisiana Road Home Program IT
Infrastructure, Mr. DeCarlo’s responsibilities include:

= Oversight of the systems, network and data center services as well
as management of the Service Desk functions.

= Serving as chief architect for the systems, servers and network;
focusing on delivery of an efficient IT infrastructure.

= Project Manager for the 3rd party data center service provider with
oversight of performance and invoice review.

Senior manager for the nine person IT service desk with responsibility for assisting over 500

users.

Following the successful completion of an enterprise assessment, Mr. DeCarlo also

Developed a continuous improvement plan using ITIL methodologies for the enterprise.
Proposed and implemented a server refresh project, leveraging virtualization technologies to
consolidate the environment.

Redefined the Disaster Recovery Plan and led annual Disaster Recovery tests on the various
systems used by the programs.

Realized additional cost savings for the state by replacing leased storage with a purchased
solution, achieving ROI in less than nine months. In total, reduced data center costs for the
state by more than 50%.

Technical Environment: Windows, Exchange, SharePoint, SQL, Oracle, Linux, Solaris/fUNIX,

Cisco VOIP, VMware.
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PRIOR EMPLOYMENT EXPERIENCE

Infrastructure Manager, Louisiana Road Home, ICF International, 11/06 — 04/09

= Management of network administration, information security, technical support, desktop
support, and multi-tiered helpdesk staff totaling nearly 60 individuals at the peak of the
program.

= Network architect/administrator for Microsoft Windows, RedHat Linux and Sun Solaris
platforms as well as application servers including; MS Exchange, MS SQL Clusters, MS
SharePoint, Oracle RDBMS, Oracle Application Server, JIRA, Apache/Tomcat and others.

= Subcontract manager for NTG and Trace security contracts.

Technical Environment: Microsoft Windows, Exchange, SharePoint, SQL, Oracle, Linux,
Solaris/UNIX, Cisco, VMware

Manager, IEM Inc., 09/96 — 10/06

= Managed nine person IT staff.
= Responsible for management, architecture and administration of the entire IT infrastructure.

= Deployed solutions, systems and services to meet the ever changing requirements of a
technology oriented consulting company.

= Managed all aspects for I1T-related acquisitions, including forecasting, budgeting, product
selection, vendor negotiations, procurement, and inventory functions.

= Network architect/administrator for Microsoft Windows, Sun Solaris and Cisco platforms as
well as application servers including; MS Exchange, MS SQL, MS SharePoint, Oracle
RDBMS, Apache/Tomcat and others.

= Appointed ISSO for the corporate Industrial Security program.
Technical Environment: Microsoft Windows, Exchange, SQL, Oracle, Linux, UNIX, Cisco.
EDUCATION

= B.Sc., Computer Science, Clemson University, 1995
= EMC VNX Foundations, EMC Education Services, 2011
=  EMC VNX Block Storage Provisioning Using Unisphere, EMC Education Services, 2011
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6.7 Nawfel Elalami

EXPERIENCE
SNAPSHOT

INDUSTRY

BACKGROUND

= Financial Services

= Environmental State
Agencies

= Regulatory Agencies
SPECIALIZATION

=T Program/Project
Management

= Risk Management

=\endor Relations &
Coordination

= Business/Project
Strategy & Direction

= SOX Requirements

= Operations
Management

= Business Process
Improvements

= Resource Planning &
Allocation

= Mentoring & Staff
Development

= Implementation of
COTS Products

= Customer Focus

Mr. Elalami is a highly skilled PMP certified IT Program
Manager with excellent leadership abilities and relationship
building skills. He possesses more than 10 years experience
managing various sizes and types of Information Technology
projects and matrix teams. He is an experienced IT Program
Manager who has successfully led 50+ software development
and infrastructure projects. He has a solid working knowledge of
portfolio management, project life cycle, SDLC/PMLC, various
programming languages and system architectures and has
received numerous awards that recognized his outstanding
technical and leadership achievements throughout his career.
CGI EXPERIENCE

CGI EMPLOYEE, 02/18/2008 - PRESENT

PROGRAM DIRECTOR, REGULATORY SOLUTIONS
GROUP (RSG), 01/13 — PRESENT

Mr. Elalami serves as the Program Director for the public sector
of Regulatory Solutions Group; a group focused on helping
regulatory Agencies achieves their objectives with respect to
regulatory compliance, environmental protection, public safety,
and serving citizens. As Program Director, he is responsible for
delivery management and quality oversight to CGI’s state and
local clients in the regulatory sector.

Responsibilities:

= Direct 14 million dollars per year portfolio of engagements
between CGI and 10 state agencies, which cover multiple
state wide projects and production support.

= Responsible for program and portfolio management activities
within the Regulatory Solutions Group. Those include
providing delivery assurance across all engagements,

managing the staffing process, financial management and supporting our sales activities

across the group.

= Manage a suite of three regulatory management software product families.

= Manage a distributed global team of 80 professionals that deliver large scale IT projects and
provide production services to our state customers.

= Direct and maintain program management processes and disciplines in the areas of: program
schedule and quality management; communications management; human resource
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management; cost management; procurement management; risk / issue management; change
management.

= Foster customer loyalty by ensuring that our customers fully utilize the value of our technical
solutions and services.

DEPUTY PROGRAM DIRECTOR, REGULATORY SOLUTIONS GROUP (RSG), 08/11
-01/13

Responsibilities:

= Helped direct 8 million dollars per year portfolio of engagements between CGI and 9 state
agencies, which cover multiple state wide projects and production support.

= Responsible for program and portfolio management activities within the Regulatory
Solutions Group. Those included providing delivery assurance across all engagements,
managing the staffing process, financial management and supporting our sales activities
across the group.

= Helped direct a distributed global team of 80 professionals that deliver large scale IT projects
and provide production services to our state customers.

= Responsible and accountable for coordinating the management of multiple related projects
directed toward strategic business and other organizational objectives.

= Built credibility, established rapport, and maintained communication with stakeholders at
multiple levels within CGI’s organization and the client’s organization.

= Mentored staff in methodology and consulting excellence and encouraged best practices in
project management and project planning.

= Directed and maintained program management processes and disciplines in the areas of:
program schedule and quality management; communications management; human resource
management; cost management; procurement management; risk / issue management; and
change management.

= Fostered customer loyalty by ensuring that our customers fully utilize the value of our
technical solutions and services.

ENGAGEMENT MANAGER, VARIOUS STATE OF NEW JERSEY AGENCIES, 02/08 —
PRESENT

Responsibilities:

= Managed 5 million dollars per year CGIl engagement with the New Jersey Department of
Environmental Protection and the New Jersey Department of Community Affairs, which
covers multiple Agency wide projects and production support.

= Directed a portfolio of system development and IT infrastructure projects throughout the
project life cycle from initiation to maintenance.

= Led a project team of about 30 members (number fluctuated base on project needs) that
managed large scale projects and provided production support services for more than 10
complex Agency wide applications and databases on multiple platforms.

= Directed the deployment of an eGovernment solution for multiple state agencies.

= Directed the deployment of environmental management system for the department of
environmental protection.
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Facilitated the creation of a strategic road map for CGI’s regulatory enforcement and
compliance solutions and eGovernment product.

Worked in partnership with multiple state agencies CIO’s to develop an IT strategic road
map to respond to their business needs.

Led win-win successful negotiations for a multi year’s contract extension with the state of
New Jersey.

PRIOR EMPLOYMENT EXPERIENCE

Senior Project Manager, Freddie Mac, 03/05 — 02/08

Managed the technology needs of various business units (Sales& Marketing, customer
support, Customer Management, and Customer Education departments) across multiple
divisions within Freddie Mac.

Directed a portfolio of system development and IT infrastructure projects for multiple
Business units.

Led a team of 3 project managers, 2 business analysts, 8 programmer analysts plus matrix
software engineers from different centers of excellence(number fluctuated base on project
needs), which managed large scale projects and provided production support services for
more than 40 complex enterprise applications and databases on multiple platforms.

Directed 20+ projects with different sizes and types for various business divisions.
Managed and established service level agreements with multiple Business Partners.

Worked in partnership with various business units to create the 36-months IT strategic road
map to respond to their business needs.

Directed enhancement efforts and hotline fixes to numerous complex systems.

Directed the deployment of a learning management system for the Customer Education
business unit.

Managed the deployment of call recording system (eTalk) for the customer support business
unit.

Directed the deployment of the Business Process Management (BPM) tool for the customer
support business unit.

Managed and maintain multiple business units” Computing Environments.

Developed and maintained strong relationships with various internal and external business
and IT partners.

Managed the creation and deployment of technical training curriculums to the sales group in
order to help them efficiently use all the systems and tools available to them.

Developed various support models for different complex systems that involve multiple
departments across the organization.

Led multiple company-wide collaboration efforts to introduce cutting-edge mobile
technologies (Blackberry infrastructure, Wireless LAN - WiFi) to Freddie Mac.

Managed the Sarbanes-Oxley (SOX) compliancy of various production systems owned by
multiple Business Partners.

Project Manager, Freddie Mac, 04/03 — 02/05
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= Managed 10 projects with numerous sizes and types concurrently for various Business
Partners.

= Managed matrix project team of 10 plus staff for various enterprise initiatives.

= Supported the financial re-statement effort through managing a project that developed and
automated reports.

= Managed the deployment of Relavis- Customer Relationship Management (CRM) tool to
multiple business units.

= Led the Blackberry enterprise solution deployment project within our Sales Lending
Division.
= Managed the deployment of broadband technologies to Freddie Mac Sales Force.

= Managed the Virtual private Network (VPN) checkpoint upgrade to Cisco VPN project for
the Sales Division.

= Managed the development of e-expense system for the Sales division.

= Managed the Virtual private Network (VPN) Replacement to Remote Access Network for
the Sales Division.

= Managed the Windows 2000 upgrade/Laptop upgrade for all of the Sales force across the
country.

= Led the creation of the sales mobile computing strategy for Freddie Mac Sales Force in
collaboration with multiple business and IT partners.

Lead Programmer Analyst, Freddie Mac, 06/01 — 03/03

= Provided IT support to over 100 sales mobile users across the country.

= Led the redesign of the computing environment support model in collaboration with multiple
partners through Service Level Agreements and the creation of a knowledge base system.

= Created, enhanced and provided resolution to technical issues for multiple complex
applications for the Sales and contracting divisions.

= Acted as subject matter expert for multiple software development projects.

= Supported the sales and contracting applications and computing environments through
monitoring, maintenance and updating of code.

Operation Manager, Aramark Corporation, 11/97 — 05/01

= Managed the day-to-day operations of 1200+ seats dining facility.

= Managed staff of 200+ employees.

= Worked in a team of four managers to communicate operational performance and manage
day-to-day issues.

= Developed recruiting strategies to staff the daily operation of the dining facility.

= Managed a major project which streamlined the new hire paperwork process to expedite
onboarding of new employees

= Managed a project which created a recruiting website and a relational database to manage
marketing and scheduling.

EDUCATION

= B.Sc., Computer Science, James Madison University, 2001
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= M.S., Project Management, Information Technology, George Washington University, 2006
= Project Management Professional, 2006

May 14, 2013 — Presented to New Jersey Department of Community Affairs

6-147
© 2013 CGI Federal Inc All Rights Reserved



Cal

New Jersey Department of Community Affairs
RFQ No.: RFQ776799S

6.8 Julie Chung

EXPERIENCE
SNAPSHOT

INDUSTRY

BACKGROUND

= Healthcare

=Financial
Services

= Banking,
Insurance and
Investments

=Public Sector
SPECIALIZATION

With over 15 years of experience in Agile and traditional systems
development and business process reengineering, Ms. Chung
combines expertise in strategic business and operations analysis,
scalable systems integration and replacement, customer-centricity, and
Web technology with a strong background in project management,
quality assurance, functional design, testing management, release and
post-implementation experience.

Since joining CGI, Ms. Chung has been a process improvement agent
on over a dozen Agile and full-lifecycle projects where she led
customer visioning sessions, the as-is analysis of the business, and
crafted the approach and vision for the to-be future operations.

CGI EXPERIENCE

= Business
Application

Solution Design

= Business
Process
Reengineering

= Testing Strategy

and Execution

CGI EMPLOYEE, 07/17/95 - PRESENT

PROJECT AND FUNCTIONAL LEAD, CIGNA 02/12 — 04/13

Responsibilities:

Ms. Chung is responsible for envisioning technical and business
process solutions to assist the Senior Leadership team manage
strategic corporate investments in Portfolio Projects and support
business reporting on infrastructure projects, including the financials
for a multi-million dollar Portfolio, and executive scorecards. Ms.

Chung has accountability for successfully documenting and rolling out processes for the team to
grow from a 3 person team to a 15 person team. She manages business requirements and
collaborates with multiple stakeholder groups to gain adoption of the new technologies and
processes. In addition, she is responsible for standing up the organization and transitioning the
new processes developed to 3 newly hired FTE managers.

QUALITY ASSURANCE TEAM LEAD, MOODY'’S, 12/09 - 01/12

Responsibilities:

As the QA team lead on the Pyramid Ratings and Banking Financial Metrics project, Ms. Chung
led teams responsible for quality assurance of Security and Publications for the entire Ratings
application both internally before publication and also after publication to outside vendors. She
led the development of the testing strategy, execution and monitoring of monthly production
rollouts of software fixes and enhancements. She was responsible for certifying that the software
meets the business requirements, maintaining a custom testing dashboard report, day to day
management of the team to meet an aggressive rollout schedule, defect management to ensure
that critical software defects were prioritized for remediation, and escalation of issues and risks.
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PROJECT TEST TEAM LEAD, CIGNA, 09/09 - 11/09
Responsibilities:

As a Project Test Lead for a key enterprise strategic initiative to streamline healthcare claims
processing and operations, Ms. Chung managed daily system, integration, and release test
phases. She was responsible for developing and rolling out a testing operations plan which
included standards and templates for system, exception, integration, UAT, production readiness
and release testing phases along with changes to the use of HP Quality Center and ReqPro for
requirements tracing and defect management. Ms. Chung led day-to-day test efforts including
identification of business test scenarios, requirements traceability, and reporting and resolution
of issues and risks.

PROJECT MANAGER, CITY OF NEW YORK, 02/05 - 09/09
Responsibilities:

Ms. Chung managed a 17-person team on a project migrate the City’s Claims Reimbursement
system from a COBOL and Windows desktop GUI interface to the CGI Advantage and
infoAdvantage (Business Objects) J2EE compliant platforms. She led the efforts of gathering
the business requirements, reviewing COBOL code, and creating the JAVA application and 40+
extract/transform/load, conversion, and interface designs. She was responsible for the quality
assurance of 50+ reports designs. Ms. Chung led the development of testing plans, and scripts,
and code migrations into development, package, integration, systems, conversion, and prod path
environments. The system is used to transform Accounting expenditure data from Advantage to
provide support State and Federal grants reimbursements.

Ms. Chung led the testing team in the unit, system, integration, and assembly test phases to
certify delivered code met business requirements. She worked side-by-side with testers daily to
create traceable white box and black box test cases and scripts; run batch processes; document
SQL statements used to verify that the detail displayed on the report was accurate based on the
test bed; execute test scripts; and log, retest and close fixed defects. She reported to management
and escalated testing issues and risks.

Previously, Ms. Chung led multiple teams implementing a large scale financial accounting and
budgeting system for the City including a fit-gap analysis of the existing budget application from
its Mainframe architecture to a J2EE/WebSphere one. She performed full lifecycle project
management from business analysis, work estimates, project planning and execution, personnel
management, issue escalation and resolution, development, testing, and deployment activities.
She has extensive experience using ClearQuest, Clear Case, and SharePoint.

TEAM LEAD, STATE OF MISSOURI DEPARTMENT OF REVENUE, 09/03 — 01/05
Responsibilities:

Facing severe budget constraints, DOR was tasked with increasing revenues for the state. With
an almost 20-year-old Computer Assisted Collections System (CACS) in place and operating at
peak performance, DOR needed to invest in a more effective, powerful, and flexible IT solution

May 14, 2013 — Presented to New Jersey Department of Community Affairs 6-149
© 2013 CGI Federal Inc All Rights Reserved



C G I New Jersey Department of Community Affairs

RFQ No.: RFQ776799S

with long-term value. The Missouri Department of Revenue (DOR) awarded CGlI a benefits-
funded contract to upgrade its CACS to a web-enabled platform.

Within the first 90 days of the project start, Ms. Chung led the business process reengineering
effort to examine the processes that DOR used to collect delinquent accounts receivable, and in
partnership with DOR management recommended and implemented process improvements to
jump start the measurable project benefits with over $3 million dollars collected by this effort.
After the Early Win BPR activities were implemented, she co-led the CACS implementation
team and managed the interfaces, conversion, reports, and correspondence tasks by guiding team
members, managing team member and client expectations, and taking responsibility for the
development, review, revision, and delivery of CACS design sessions and documents.

QUALITY ASSURANCE ANALYST, STATE OF VIRGINIA, 07/03 - 08/03
Responsibilities:

As part of the Virginia Tax Partnership Project, the Tax Amnesty program was an effort by the
Commonwealth to collect an additional $48.5 million in revenue needed for the FY 2004 budget.
Ms. Chung coordinated the highly collaborative readiness tests and communication effort that
included six outside collection agencies (OCAS) across the country on contract with VATAX
and CGI leadership, and five TAX operating units. Ms. Chung was responsible for quality
assurance and communications with the OCAs. She ensured and validated that the OCAs were
prepared and trained to answer and process the high volume of incoming calls.

TEAM LEAD, PENNSYLVANIA DEPARTMENT OF TRANSPORTATION, 02/03 -
07/03

Responsibilities:

The Pennsylvania Department of Transportation, PENNDOT partnered with CGI to conduct a
study of their existing Driver License and Motor Vehicle systems and business processes in order
to develop Business Process Reengineering and Technical Infrastructure Options for
PENNDOT's Safety Administration. Ms. Chung led the business process reengineering and
future system visioning efforts. Her responsibilities included the day-to-day management of
project deliverables; coaching client and CGI staff on BPR tools and techniques; facilitating over
35 focus group sessions to examine opportunities for PENNDOT to improve its current business
processes and systems support infrastructure; working with PENNDOT's leadership to develop a
shared vision for its future business processes and system environment; and tailoring the
Achieving Breakthrough Performance (ABP) Methodology to develop a clear, comprehensive
roadmap for PENNDOT to achieve its future vision.

BUSINESS ANALYST, 32BJ BENEFIT FUNDS, 12/02 — 02/03
Responsibilities:

Ms. Chung analyzed, developed and implemented process improvements in the Health Center for
the 32BJ Benefit Funds. She worked with the client to develop an integrated plan for Health
Assessment changes and managed the development of organization policies, procedures, and
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workflows for Health Center improvements in patient care. While managing a series of projects
as a change agent, she developed performance measurement reports.

QUALITY ASSURANCE ANALYST, MANULIFE, 07/02 — 10/02
Responsibilities:

Ms. Chung developed test strategies, project plans, conditions, cases and scripts for quality
assurance testing of this large enterprise-wide system development effort to support a processing
for a new product distribution channel (integration and implementation of the systems and
operations to sell and administer its new business with an external mutual fund company within
six months). She managed the dry run of the production systems migration and conversion of all
agent information that resided in the recordkeeping.

TEAM LEAD, LARGE MULTI-NATIONAL FINANCIAL SERVICES FIRM, 01/02 -
06/02

Responsibilities:

Ms. Chung led the client in planning, identifying, and evaluating commodity functions,
developing a process to identify candidate outsourcing companies, and developing a high level
plan to pilot an outsourcing arrangement. She worked closely with the client’s geographically
dispersed executive team to develop customized management tools that included analysis and
documentation of potential outsourcing opportunities.

FUNCTIONAL LEAD, AXA INSURANCE, 08/00 — 10/01
Responsibilities:

Ms. Chung was the functional lead on multiple projects for AXA Financial ranging from
business process reengineering and outside Integrated VVoice vendor management to multiple
project implementations. She managed a mixed client and consultant team to create
requirements and build a set of custom, interactive financial calculators to support a business
process redesign initiative to generate leads for financial planners. The project encapsulated
extensive proprietary coaching messages and financial algorithms within the technology used to
publish the information in a J2EE environment using Java servelets. Not only was the application
delivered on time and within budget, but it also received high praise for its innovation and design
from financial planner and user communities. The project required integration of content with
internal and third party COTS applications, design, usability reviews, application testing, load
testing, and transition/knowledge transfer of the web application to internal client resources.

Ms Chung led the assessment of broker/dealer licensing and appointment systems functions that
included a thorough review of the regulatory requirements, processes in place for these
functions, an identification of the operational gaps in the existing process, and a recommendation
and design for a new application and operations processes. Her assessment presented a data
model for the subsystem along with the implementation steps to rollout the changes.
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FUNCTIONAL LEAD, AXA INSURANCE, 08/00 — 10/01
Responsibilities:

Working directly for the division SVP, Ms. Chung recommended external mutual funds and
associated business changes that would enhance the investment choices for their retirement plan
products while reducing call times and improving customer satisfaction. She examined and
directed the system modifications, including customer service front-end, voice response system,
and reports changes, to support an addition of over 200 External Funds to their existing
investment options.

TESTING TEAM AND FUNCTIONAL LEAD, LARGE INVESTMENT TRUSTEE, 05/96
—04/99

Responsibilities:

CGl was selected by a large investment trustee to perform a comprehensive review of its
business processes and supporting systems to identify process and systems improvements. As
testing team and functional lead for the customer service functions, to support over a million
participants and over a billion in assets, Ms. Chung facilitated joint application design (JAD)
sessions with stakeholders to understand the current business models for customer service,
enrollments/indicative data, and participant statements. She developed a strategic business model
for customer service to support the move from monthly to daily valuation.

TEAM LEAD, PUTNAM INVESTMENTS, 09/95 - 02/96
Responsibilities:

As team Lead, Ms. Chung helped reengineer the retirement takeover/conversion business by
streamlining and implementing business process changes including a detailed Conversion Project
Plan and Testing Methodology. She trained managers and line staff on the methodology and the
use of associated management tools.

BUSINESS ANALYST, QUEST DIAGNOSTICS, 07/95 — 08/95
Responsibilities:

After analysis of the business problem of manual billing itemized testing fees on HCFA forms,
Ms. Chung proposed several alternative solutions to help the client recover several hundred
thousand dollars in account receivables that were uncollected due to the inaccurate bills, and
implemented the custom application solution chosen by the client.

PRIOR EMPLOYMENT EXPERIENCE

Wells Fargo, Full-Time Internships, Summers during 06/91 — 08/94

Extensive experience in all aspects of frontline customer service functions, risk management and
mitigation, credit analysis, and corporate credit approval processes. Full-time summer internship.
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= B.Sc., Economics with concentrations in Finance and Accounting, University of
Pennsylvania, 1995

= M.S., eCommerce, Carnegie Mellon University, 2000
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6.9 Raul Matos

BACKGROUND
EXPERIENCE
SNAPSHOT Mr. Matos has over 10 yrs of experience managing the full software
development lifecycle (SDLC) process and 10 years of business
INDUSTRY analyst experience. He has extensive experience as an Implementation
= Federal Specialist with a proven ability to manage client expectations while
Government working in fast-paced, demanding environments. Mr. Matos and the
= State teams he as has led have executed over 400 deployments, and
COvETTEH! implemented software for 13 Affordable Housing Agencies. He has
participated and lectured in Affordable Housing Seminars and has
" Affordable experience in working with and analyzing Department of Housing and
Housing Urban Development (HUD) data for data capturing.
Agencies CGI EXPERIENCE
SPECIALIZATION
CGI EMPLOYEE, 04/20/09 - PRESENT
= Software
DT APPLICATION TEAM LEAN, LOUISIANA ROAD HOME,
Lifecycle 04/09 - PRESENT
" Implementation Responsibilities:
= CDBG-
DRDisaster Louisiana Road Home is a large-scale Department of Housing and
Recoverv Urban Development (HUD) funded Community Development Block

Grant (CDBG) effort. As the Small Rental Program IT Application
Team Lead, Mr. Matos has overseen the successful completion of more than 300 releases
ranging in scale from small to large. For each release, he ensures that the project scope is clearly
defined and that all changes to scope are documented and appropriately controlled. Mr. Matos
has extensive project management experience in defining and planning tasks, deliverables,
resources, and schedules for Small Rental Projects. He assigns tasks and tracks progress for the
team, monitoring and coordinating the team’s activities to drive successful results.

Mr. Matos regularly communicates with upper management and stakeholders by providing
comprehensive weekly status reports, plan vs. actual reports, and risks/impacts/issues reports. He
manages the end users’ expectations by clearly communicating the project’s scope and
objectives. Mr. Matos manages Service Desk tickets and assigns and tracks work as needed. In
addition, he is the primary liaison with key third-party software vendors. Often, he is required to
drive and improve delivery schedules from the Vendor. Also, he ensures the streamlined
operation of the IT Department in alignment with the business objectives of the organization.

PRIOR EMPLOYMENT EXPERIENCE

IT Project Manager, ICF International Inc., 11/07 — 04/09
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Mr. Matos worked on the Road Home Program for the State of Louisiana. This unprecedented
hurricane restoration project has an overall budget in excess of $7B. In a nine month period, this
team configured, implemented, and supported a software application that accepted over 140,000
applications, calculated over 70,000 awards, and interfaced with closing agents to award 20,000
people over $1.4 billion in awards under the Louisiana Road Home program.

In this capacity, he was responsible for overseeing the team directly responsible for vendor
management, modification, implementation, and support of all end user applications used in
Small Rental programs.

Duties & responsibilities included:

= Managing strategic relationship with vendors and clients

= Directing the project's resources and ensuring that the project was completed on time, within
budget, and meeting acceptable quality standards

= Developing and using Project Management Processes (Issue Management, Risk
Management, and Project Planning

= Ensuring the overall success of the project

Project Manager/Business Analyst/Implementation Specialist, Housing and Software
Development (HSD), 04/03 — 11/07

HDS is the fastest-growing software vendor in the Affordable Housing Industry. HDS provides
computer software products, programming, marketing, and consulting services to the Housing
Finance and Community Development Agency market. Mr. Matos managed strategic
relationships with entities like the Housing Finance and Community Development Agency
across the United States. He successfully conducted implementations for over 13 clients in a
span of 3 years and organized and facilitated focus groups sessions.

Duties & responsibilities included:

= Responsible for all aspects of the development and implementation process

= Developing detailed work plans, projects’ estimates, and status reports

= Maintaining the projects’ scopes and objectives

= Ensuring adherence to quality standards and reviewing projects’ deliverables

= Examining, assessing, and documenting methods and processes of the business flow

= Identifying and resolving issues between business requirements and technical constraints,
which often involved other business analysts and the development team

Computer Specialist, Nova Southeastern University (NSU), 07/01 — 04/03

NSU is the largest independent institution of higher education in the Southeast. Mr. Matos was
responsible for supporting and troubleshooting the Senior Systems application. This system
allows the administrative staff and faculty to query and report on student information such as
grades and report cards, attendance records, and class schedules. Mr. Matos performed routine
maintenance including scheduling backups of the Oracle database. In addition, he planned and
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coordinated an evaluation of the entire system during peak periods when user interaction was
high.

Duties & responsibilities included:
= Managing users’ accounts on the network and administering the resources on the networks

= Responsible for the support of 500 computers and 9 servers for three school locations
= Maintaining the University School website and the Internet filtering system

= Handling help desk calls and all hardware maintenance

= Delivering software training to faculty and new work-studies

= Installing client server applications and configuring 48 wireless laptops with remote
installation

= Working with Ghost for deploying standard images to PCs, ensuring image configurations
were current

= Completing a full migration for the Coral Springs University School from a mix mode
environment to Windows NT 4.0.

Computer Technician, Nova Southeastern University, 09/99 — 07/01

Primary responsibilities included performing user and PC support to all of the administrative
departments and its staff campus wide.

Duties & responsibilities included:
= Supporting and performing maintenance on 500+ computers

= Ordering software and computer parts from vendors
= Troubleshooting and solving multimedia and database issues
= Supporting and assisting the help desk when necessary

Customer Assistant, AutoNation, 06/99 — 09/99

Mr. Matos acted as a liaison between the customer and the product specialist. He assisted the
customer by narrowing their choices when transferred to the product specialist, as well as
following up on leads and referring leads to product specialists.

Duties & responsibilities included:
= Answering customer questions through online chats

= Taking customer service complaints
= Cold calls for car services
= Calling customers to follow up on purchases.

EDUCATION

= B.Sc., International Business & Marketing, Nova Southeastern University, 1999
= M.A,, Business Administration, American Intercontinental University, 2002
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6.10Amy Smith

BACKGROUND
E?I\FIJEFI?SIENO?I'E Ms. Smith joined Horne in 2008 and serves as a project manager
overseeing the software development for US Department of Housing
INDUSTRY and Urban Development (HUD) funded Community Development
Block Grant (CDBG) disaster recovery projects in Texas and
= State & Local Mississippi totaling over $740 million.
Government
HORNE EXPERIENCE
= Federal
COUAITIE HORNE EMPLOYEE, 07/08 - PRESENT

= Private Sector

SPECIALIZATION MANAGER, TEXAS GENERAL LAND OFFICE, DISASTER

RECOVERY HOUSING PROGRAM, ROUND 2, 10/11 -

= IT Project PRESENT
Development Ms. Smith began serving as the information technology project
*CDBG- manager for the Texas General Land Office CDBG-DRprogram in
DRDisaster October 2011. She is responsible for the Texas CDBG-
Recovery DRHomeowner Opportunity and Homeowner Assistance Program for
Process the City of Galveston Disaster Recovery Housing Program (Round 1
Planning and Round 2), the Lower Rio Grande Valley Development Council
= IT Account Disaster Recovery Housing Program, the South East Texas Regional

Planning Commission Hurricane Ike Housing Recovery Program, the

Managemen ; i i
a _age ent Galveston County Housing Assistance Program, and the City of
= Environmental Houston Housing & Community Development Department Single
Engineering Family Home Program. Ms. Smith manages process definition and

development for these programs and she is responsible for
coordinating the development of all workflow programs. She is also responsible for project
reporting and tracking and oversees software development. She is the liaison between program
management and IT development.

MANAGER, MISSISSIPPI DEVELOPMENT AUTHORITY, SMALL RENTAL
ASSISTANCE PROGRAM AND PROGRAM MANAGEMENT OFFICE, 07/08 —
PRESENT

Responsibilities:

Under this CDBG-DRfunded effort, Ms. Smith defined program processes and developed
automated solutions to improve program efficiency for the Mississippi Development Authority’s
Disaster Recovery Division Small Rental Programs | and 1l and the Project Management Office.
She developed customized project reports to expand transparency and provide program
accountability. She also developed and enabled web-based tools for 24/7 access to project data,
process, and reporting. Ms. Smith facilitated data warehousing of environmental and inspection
status for scattered sites to facilitate timely reporting. She also worked closely with HORNE
subcontractors by monitoring progress on program benchmarks.
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MANAGER, MISSISSIPPI DEVELOPMENT AUTHORITY, LONG TERM
WORKFORCE HOUSING PROGRAM, 07/08 - PRESENT

Responsibilities:

Ms. Smith also developed and documented processes for long term workforce housing
subrecipient cash requests, procurement compliance, environmental clearance and applicant
income verification while supporting the CDBG-DRfunded Mississippi Development
Authority’s Disaster Recovery Long Term Workforce Housing Program. She facilitated
communication of process requirements to the IT development staff.

PRIOR EMPLOYMENT EXPERIENCE
Account Manager, Cisco Systems, 07/06 — 07/08

Ms. Smith was an account engineer with multi-million dollar channel distribution responsibilities
for computer networking technologies. She defined customer business problems in a technical
context to refine and engineer networking solutions. She was responsible for effective
communication of technical solutions to project stakeholders for project selection and
deployment.

Engineering Account Manager, Siemens, 01/00 — 07/06

Ms. Smith developed energy conservation project programs for State and local agencies. This
included development of project scope, economic lifecycle, and project implementation schedule
and management of engineering resources, contractors and financial resources. She performed
analysis for evaluation of project scope options and led client scope presentations from project
proposal through project implementation and support.

Environment Engineer, ERGON, 01/96 — 01/00

Ms. Smith was responsible for compliance with all aspects of environmental regulations for
petroleum facilities in Mississippi, Alabama, Georgia, Tennessee and Arizona. She Implemented
permit limits, compliance plans, monitoring requirements, and reporting for all State and Federal
environmental regulations. Conducted internal environmental audits and authored environmental
audit reports.

EDUCATION
B.Sc., Industrial Engineering, Mississippi State University, 1996
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6.11Joe Benigno

EXPERIENCE
SNAPSHOT

INDUSTRY

BACKGROUND

= State & Local
Government

= Federal
Government

= Commercial
= Telecommunicat
ions
SPECIALIZATION

= CDBG-DR- DR
Planning

*CDBG-
DRPolicy and
Procedure
Development

=Program
Management

=CDBG-DR- DR
Business Process
Modeling

=CDBG-DR- DR
Technical
Assistance

= Financial and
Strategic
Planning/Budget
ing

= Regulatory and
Programmatic

Mr. Benigno is a Project Manager with 4 years of CDBG-DRDisaster
Recovery program experience and 20 years of large program
development. He performs business analysis and system automation
development for disaster recovery oversight projects to ensure
compliance with housing and grant guidelines. He is responsible for
definition and implementation of project management and business
processes within specialty accounting.

His prior experience includes more than 20 years leading teams in the
implementation of technologies for both government and commercial
projects. These projects included large scale telecommunications and
disaster recovery systems for Federal and defense organizations. He
has also established and managed project management organizations
for consumer products businesses.

HORNE EXPERIENCE

HORNE EMPLOYEE, 07/09 - PRESENT

SENIOR MANAGER, TEXAS GENERAL LAND OFFICE,
DISASTER RECOVERY PROGRAM, HURRICANES IKE
AND DOLLY ROUND 2, 10/11 - PRESENT

Responsibilities:

Mr. Benigno performed project planning and business process
modeling for CDBG-funded systems development and team
deployment associated with the City of Galveston, Lower Rio Grande
Valley, Galveston County, City of Houston and Southeast Texas
projects. He conducted ground up definition of outreach, eligibility,
set-up, closeout, complaint and appeals processes. He coordinated
systems and procedural interfaces between eligibility and
construction project phases. Mr. Benigno contributed to the
development of CDBG-DRbest practices for housing and non-
housing program implementation. He participated as a member of the
Special Topics and Appeals Team to ensure project policy
development and appeals are performed in a timely and consistent
fashion. He worked directly with the client to establish Homeowner

Analysis Opportunity Program guidelines. Mr. Benigno also provided project
= Financial planning and procedure analysis for the City of Houston Round 1
Recovery Plan.
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SENIOR MANAGER, MISSISSIPPI DEVELOPMENT AUTHORITY,
NEIGHBORHOOD HOME PROGRAM, 02/11 - PRESENT

Responsibilities:

On this CDBG-DRfunded effort, Mr. Benigno performed operational management of the
eligibility processing team, which included day-to-day oversight and policy guidance. He
conducted detailed project planning to coordinate multiple development teams, ensuring client
timelines were met. He defined processes for eligibility, scope and construction phases. Mr.
Benigno established system requirements for the development of automation essential to meeting
Department of Housing and Urban Development (HUD) regulations. He worked closely with
the client to conduct multiple population studies to ensure eligible applicants received proper
assistance and to establish reporting baselines.

SENIOR MANAGER, MISSISSIPPI DEVELOPMENT AUTHORITY, LONG TERM
WORKFORCE HOUSING, 07/09 - PRESENT

Responsibilities:

For this CDBG-DRfunded effort, Mr. Benigno conducted process analysis of the Cash Request
procedures and developed guidance for enhancements. He supported the transition of Tenant
Income Verification processes used on the Small Rental Assistance Program into self
certification procedures for Long Term Workforce Housing sub-recipients.

SENIOR MANAGER, MISSISSIPPI DEVELOPMENT AUTHORITY, SMALL RENTAL
ASSISTANCE PROGRAM 07/09 - PRESENT

Responsibilities:

Mr. Benigno assessed program processes and established procedural changes for streamlining
and quality assurance for this CDBG-DRfunded effort. He evaluated and documented best
practices for application to concurrent and future projects. He coordinated client-driven
requirement changes for implementation by IT development staff.

PRIOR EMPLOYMENT EXPERIENCE

Senior Project Manager, Triton Systems, 07/06 — 06/09

Mr. Benigno led cross-functional project teams in the development of automated teller
equipment. Key projects included a $5M international joint development project to produce a
next generation bank-grade cash dispensing mechanism. Additional projects include multiple
ATM system and component developments.

Mr. Benigno established project management organization by instituting procedures, creating
deliverables, adapting web-based project management tools and conducting personnel training.
He enhanced new product development capabilities through the introduction of StageGate
processes, along with improved product management documentation and training.

Self Employed, 08/05 — 07/06
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Mr. Benigno partnered with a team of former directors and executives from Terayon
Communications in an effort to acquire the Broadband CPE Product line business.
Director, Terayon Communications, 03/02 — 07/05

Mr. Benigno directed a team of product marketing managers, technical managers and
international development partners responsible for a family of broadband products, including
cable modem, VoIP, home gateway and wireless networking products. The Product Line
accounted for $80M+ in annual world-wide sales to major cable providers. Team performance
resulted in quarterly revenue growth of $11M to $20M, gross margin improvement of over 25%,
operational expense reduction of 35%, and market share increase from 6th to 2", resulting in
sustained business unit profitability.

Senior Product Line Manager, Com21 Incorporated, 07/00 — 02/02

Mr. Benigno managed a line of advanced cable modem and residential gateway products.
Products included enhanced capabilities such as residential firewall, home networking, and
VolIP.

Project Manager, Harris Corporation/CSD, 02/99 — 07/00

As Project Manager, Mr. Benigno performed remote site management of a $40M subcontract to
develop a satellite ground station control network for the US Air Force. He managed a team of
15-20 engineers. He conducted performance assessments, employee development, salary
planning, hiring/termination, and corporate policy enforcement.

Chief Systems Engineer, Harris Corporation/CSD, 04/96 — 07/00

As Chief Systems Engineer, Mr. Benigno provided chief technical guidance for the definition,
design, and implementation of a network management subsystem for the Air Force Satellite
Communications Network.

Lead Systems Engineer, Harris Corporation/CSD, 02/92 — 04/96

Mr. Benigno led a cross-functional team of engineers in the definition, design, and
implementation of a US Navy shipboard communications system. System included networking,
network management, and end user systems.

Senior Hardware Engineer, Harris Space Systems Corporation, 06/90 — 02/92

Mr. Benigno led a subsystem design team in the design and implementation of a real-time data
acquisition subsystem for NASA. The subsystem replaced obsolete ground-based telemetry
equipment for the Shuttle Launch Processing System.

Systems Engineer, Harris Corporation, 05/88 — 06/90

Mr. Benigno participated in the design and development of a transportable communications
system for the Federal Emergency Management Agency (FEMA). System implementations
included wireless and landline, secure computing and WAN/LAN technologies. He developed
operator training system, including hardware and training curriculum. He conducted train the
trainer sessions as part of the customer hand-off process.

EDUCATION

= B.Sc., Technology, Pepperdine University, 2000
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= B.Sc., Computer Engineering, MS State University, 1988
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6.12Kevin Manuel

BACKGROUND
EXPERIENCE Since 1987, Mr. Manuel has been working in the Information
SNAPSHOT . . ) )
Technology field gaining over 25 years of skills and experience. He
INDUSTRY served 8 years in the US Coast Guard as a

Radioman/Telecommunication Specialist. During that time he

= State & Local received commendations for his work in designing and developing a

Governmen.t database for tracking maritime incidents, and assisting in the
= Manufacturing implementation of a cutting edge, building-wide network upgrade.
= Legal Following an honorable discharge from the Coast Guard, Mr. Manuel

Ei was employed by various companies, acquiring skills and advancing
=Finance . . - -

from a laser printer repair technician to a Master Certified Novell

= Health Care Network Engineer. Eventually, he became the Director of Louisiana
= Retail Operations at DynTek managing a team of 34 support staff of various

skills. In 2003, Mr. Manuel founded Blue Streak Technologies,

= Telecommunicati . ) X ; o .
which has evolved into a professional services organization dedicated

ons
to the implementation OpenText (formerly Metastorm) MBPM
SPECIALIZATION solutions.
= Application Blue Streak Technologies is a premier partner of OpenText. Mr.
Development Manuel is well known within the OpenText organization for his

experience and skills, and served as a partner advisor prior to the
release of the current version of the MBPM product. Together with other Blue Streak staff, he
was one of the first two developers in North America to achieve the original Metastorm
Developer Certification. He also participated in the BETA testing of the OpenText MBPM
Version 9 certification program and, again with other Blue Streak staff became one of the first
two MBMP Version 9 certified developers.

BLUE STREAK TECHNOLOGIES EXPERIENCE

MANAGING PARTNER AND CHIEF TECHNOLOGY OFFICER, BLUE STREAK
TECHNOLOGIES, 01/03 - PRESENT

Responsibilities:

Manage and oversee the technical aspects of all Blue Streak projects. Lead Blue Streak’s
technical direction and assist with sales efforts. Provide training and support for new staff. Assist
with supporting day-to-day company operations. Provide direct technical support as an OpenText
MBPM developer for numerous Blue Streak customers that range in industries including State
and Local Government, Manufacturing, Legal, Finance, Health Care, Retail, and
Telecommunications.
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Example State and Local Government Projects:

SENIOR BPM TECHNICAL ADVISOR, DEVELOPER AND SME, THE ROAD HOME
PROGRAM, 07/05 - PRESENT

Responsibilities:

Provide senior technical support, hands on programming, business analysis, and issue resolution
to create an application using OpenText MBPM to allow for online submission and management
of the processing of applications submitted by Louisiana rental property owners wishing to
receive funding assistance through the Louisiana Road Home Program. Managed the
development effort for the Hazard Mitigation Grant Program, which manages $700 million
federal grant for 220,000+ Katrina/Rita applicants, the approval process, documentation,
contractors, inspections, and secure electronic payments through Chase Bank. Provide ongoing
technical support for the various BPM enabled projects.

TECHNICAL SME, LOUISIANA DEPARTMENT OF REVENUE, 07/05 - 06/06

Responsibilities:

Provided technical support, expertise, and guidance on a project to create a time keeping and
legal case management systems using Metastorm BPM. Assist with business analysis and system
design. Design and implement BPM system components including integrations with Microsoft
Active Directory for single sign-on.

TECHNICAL SME, ST TAMMANY PARISH GOVERNMENT, 07/04 — 06/05

Responsibilities:

Led development team in creating a Geographic Information System (GIS) application to assist a
local government in determining sales tax impacts of city land annexation. The application
consists of a GIS interface and integration with Metastorm BPM processes for the review and
approval of tax annexation change requests. Provided senior technical guidance and acted as
business analyst.

TEAM DEVELOPER AND TECHNICAL SME, LOUISANA DEPARTMENT OF
CHILDREN AND FAMILY SERVICES SERVICES, 07/02 — 06/07

Responsibilities:

Managed development team, provided programming support and project management for the
creation of a case management system using OpenText MBPM that tracks fraudulent activity and
report on statistics for the Food Stamp Program that distributes an average of $55 million to over
230,000 per month. Design and implement BPM system components including integrations with
Microsoft Active Directory for single sign-on. Created integrations between IBI WebFocus
Business Intelligence, ESRI GIS and OpenText MBPM to enable graphical displays and reports
depicting suspect fraudulent activities that feed the creation of new investigation cases.
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PRIOR EMPLOYMENT

DynTek (formerly R&D Networking, Cohesive Network Systems, and Exodus) Master
Certified Novell Network Engineer and Technical Services Director for Louisiana, 10/98 —
01/03

Responsibilities:
= Manage staff of network support and application development technicians
= Provide senior level network design and support

= Assist with sales efforts as pre-sales engineer
= Conduct training

United Companies Financial Services, Novell Network Engineer, 02/97 — 10/98
Responsibilities:

= Provide network support for Novell network
= Troubleshoot and resolve help desk incidents
= Maintain system backups and patch levels

EMCO Technologies, Network Technician, 08/95 — 02/97
Responsibilities:

= Provide network support for Novell networks
= Build and repair PC desktop systems
= Service and repair laser printers

United State Coast Guard, Radioman Second Class, 07/87 — 08/95
Responsibilities:

= Handle incoming and outgoing radio and teletype communications
= Provide support for shipboard and office computer networks

= Service and repair shipboard copiers

= Use and protect Top Secret cryptographic material

EDUCATION

= Metastorm Certified BPM Developer (Metastorm BPM V5.1-7.x), 2004
= Metastorm Certified BPM Developer (Metastorm BPM V9.x, 2010

= Dale Carnegie Effective Communications and Human Relations Training
= Novell: Certified Novell Engineer 4

= Novell: Certified Novell Engineer 5

= Novell: Master Certified Novell Network Engineer with NT Integration

= Vinca: Vinca Certified Engineer
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6.13Richard Morin

EXPERIENCE
SNAPSHOT

INDUSTRY

BACKGROUND

= Emergency
Management

=DOD

= Missile Defense

=U.S. Navy

= Medicare/Medicaid
SPECIALIZATION

= CDBG-DRDisaster
Recovery

=Project
Management

= Implementation
Management

=Change
Management

= Business-to-
Business solution
analysis &
definition

= Business-to-
Consumer solution
analysis &
definition

=Process analysis &
definition

= Requirements
analysis &
definition

= Mercury Test

= Training

Mr. Morin has 25 years of experience in the field of information
system services. Most of this experience has been involved with
the definition, design, development and implementation of new
customized application software projects in response to client
specific requirements in many different functional areas. He has a
wide range of experience including project management, ITIL-
based service delivery and account management, as well as
documenting, testing and implementing complex business
technology solutions.

Mr. Morin is highly skilled in gathering requirements on business
rules and process flow charts. In particular, he has developed
expertise in the requirements and processes related to supporting
the funds management and auditing of US Department of Housing
and Urban Development (HUD) funded Community Development
Block Grant (CDBG) disaster recovery projects. He has also
served as Curriculum Developer for multiple projects at large
client organizations.

CGI EXPERIENCE

CGI EMPLOYEE, 05/19/09 - PRESENT

PROJECT MANAGER/TEAM LEAD, LOUISIANA ROAD
HOME, 05/09 - PRESENT

Mr. Morin is the Project Manager/Team Lead for Disaster
Recovery Unit (DRU) MetaStorm projects, a set of CDBG-
DRfunded applications. He is primarily responsible for scope,
design, implementation and client communications within his
program areas. Mr. Morin authored detailed State level
requirements for each of the Parish allocations on the following
administrative processes: the Gustav Ike Online System (G10S),
GIRP proposal, Infrastructure Pre-application, Infrastructure
application, Economic Development application, Housing
Application and the Draw request/Amendment process. For the
Audit Tracking Tool (A133), Mr. Morin authored requirements to
support the submission of electronic tracking and monitoring of
recipients and sub-recipients of Federal grants over $500K at the
Parish level based on a fiscal year and by event.

Mr. Morin is serving as Project Manager/System Administrator for

the SharePoint 2007 Enterprise Portal for all Road Home team rooms and site collection using
DLAP Active Directory for access and security. Under his management, his team has recently
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re-architected 8 database site collections supporting all Road Home Business units for the
enterprise ePortal. He serves as Configuration Manager for CM process of version control for a
wide range of Metastorm/OpenText applications within Visual Source safe for Development,
QA, Production, and DR environments while adhering to Software Development Lifecycle
Management best practices.

For the Tracking and Reporting System (TRS), Mr. Morin authored requirements for the
Compliance and Monitoring of Parish projects by Event, Grantee/Entity, Review Type, and
Program/Project. He assisted with the creation of checklists and the corrective action and
technical assistance guidelines.

PRIOR EMPLOYMENT EXPERIENCE

Deputy Director/Product Manager/Senior Business Analyst, ICF International, 05/07 —
05/09

Mr. Morin served as the Deputy Director/Product Manager/Senior Business Analyst for the
transition of the Louisiana Road Home project from ICF to Louisiana OCD and CGI. His team
coordinated the data collection and construction of the primary I.T. deliverable from ICF to the
State of Louisiana which was used as the primary artifact to craft the State’s RFP for the next
Road Home contract. After contract award, Mr. Morin spearheaded the stand-up of multiple
program tools that supported the Road Home business function and applicant processing.

On the Louisiana Road Home project, Mr. Morin was responsible for the development of the
Grant Review Checklist which monitored the review of all homeowner options and closeout. He
authored the Road Home Thumbprint program which was used to validate a homeowner’s
identity using thumbprint matching at application against all closing documents. He created a
Duplicate Audit Tool and Invoice Comparison Tool to validate duplicate invoices submitted to
the State. Additionally, Mr. Morin compiled data metrics in support of the Hazard Mitigation
Grant Program. He coordinated customer requirements needed for data feeds to support
Elevation, Pilot Reconstruction and Individual Mitigation Measures.

For ICF corporate, Mr. Morin authored requirements for the Project Workforce Management
Tool Functional Requirements. He authored corporate Contract Solutions Management System
Functional Requirements, aligning time cards and bill rates to ICF Contract workflow. He wrote
and distributed a Comprehensive Request for Proposal (RFP) for corporate contact bidding.

Senior Curriculum Developer, Aerotek, 11/06 — 02/07

As Senior Curriculum Developer for Ground-Based Missile Defense (GMD) Project, Mr. Morin
conducted research, developed the instructional framework, and wrote the training curriculum
for the Ground Nonconformance Tracking System (GNTS) and the Time, Failure, Reporting,
Analysis, and Corrective Action System (TFRACAS). In addition, he was responsible for
creating and thoroughly documenting Software Change Requests (SCR) and Software Problem
Reports (SPR) associated with the databases. Throughout his responsibilities, Mr. Morin strictly
adhered to the Project Management (PM) principles.

Senior Consultant, Lockheed Martin, 11/06 — 02/07, part-time, 20-hours per week

As a Sr. Consultant Mr. Morin conducted monthly analysis on a data warehouse consisting of 72
million records. He conducted monthly data quality plan and monthly metric analysis on
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Business Object reports on OLAP cubes and full client Webi reports. Additionally, he performed
tests on migrated Software Change Requests (SCR), and Software Problem Requests (SPR) in
the production environment. Mr. Morin researched trouble ticket reports, developed options for
resolving tickets, and communicated his recommendations to management. He was also
responsible for writing and preparing responses to Requests for Proposals (RFP). In particular,
he performed analysis of cost estimates, factoring in resources and estimated completion dates.

Senior Business Analyst/Team Lead, Lockheed Martin, 11/01 — 11/06

Relocated to Memphis Tennessee due to Hurricane Katina and stood up operation as Lockheed
Martin COOP plan.

As a Sr. Business Analyst and Team Lead Mr. Morin provided technical support to analyze,
design, develop, and implement document requirements for the Career Information Management
System (CIMS) and the Navy Retention Monitoring System (NRMS). He gathered the customer
requirements needed to develop and maintain data quality of all systems. Mr. Morin analyzed
existing legacy systems against the functional requirements, data and application integration
points, and developed a comprehensive consolidation plan. He analyzed data metrics monthly to
ensure data quality, and provide feedback on requirements. Mr. Morin completed a
comprehensive program analysis of existing legacy systems, which determined level of effort for
re-development and re-design. He provided program and database enhancements, and
maintenance and support of a dynamic and extremely large data environment.

Force Retention Officer, U.S. Navy, 08/98 — 01/01

Mr. Morin served as Force Retention Officer where he managed a diverse retention program for
the Naval Reserve Force consisting of over 74,000 Selected Reservists. He implemented policies
and programs dealing with attrition and retention. Mr. Morin authored and developed a
comprehensive employee benefits guide to delineate the policies and guidance for employees and
their families. He gave numerous briefs to the Armed Forces Ways and Means Committee,
Assistant Secretary of Defense, Assistant Secretary of the Navy for Reserve Affairs, and the
Executive Steering Committee. He was responsible for the development of a comprehensive
survey to determine command climate throughout the Naval Reserve Force. Mr. Morin fostered
an Attrition Survey with Navy Personnel Research and Strategic Technologies (NPRST) called
AURGUS. He brought forward innovative ideas and initiatives resulting in a four percent
decrease in attrition in the Naval Reserve Force. He retired in January 2001 after 23 years of
faithful service to the Navy.

Department Head, Naval Reserve, 01/95 — 07/98

Senior Chief Petty Officer, U.S. Navy Retired, 12/77 — 01/01
EDUCATION

= U.S.AF. Senior Non-Commissioned Officer Academy, 1999

= U.S. Navy Master Training Specialist, 1999

= Defense Equal Opportunity Management Institute (DEOMI), 1998

= Training class by New Horizons, 2000
=  FUS/ARDARS Medicaid/Medicare Billing System, 2001
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6.14Devinderjit Najar
BACKGROUND

2AHARSNCIE Mr. Najar is an experienced Senior Technologist with 28 years
SNAPSHOT ; . :
experience in all facets of software development life cycle. He has
INDUSTRY been a database administrator (DBA) for the past 22 years and
i involved in database design, conversions, and performance
" Environmental optimization in production systems. The performance improvements
Solutions he has implemented include physical database layout tailored to
= Defense hardware specification, changes to legacy database operational
SPECIALIZATION parameters to reflect current processing requirements, and database
reorganizations.
= Database
Administration CGI EXPERIENCE
"SDLC CGl EMPLOYEE, 11/16/1987 - PRESENT

SENIOR TECHNOLOGIST, ENVIRONMENTAL SOLUTIONS
GROUP (ESG), 06/04 — PRESENT

Responsibilities:

At the core of ESG’s business is the design, development, enhancement, implementation, and
maintenance of a suite of enterprise regulatory software applications for both commercial and
public sector clients. Mr. Najar manages the technical infrastructure for these enterprise
applications, and his technical expertise is leveraged throughout the software development
lifecycle. He is involved in making technical architecture recommendations, is involved in
database design, and is instrumental in trouble-shooting technical issues in the CGI environment
and at clients’ environments.

Mr. Najar is integrally involved in defining future infrastructure requirements for ESG. He has
introduced virtualization technology into ESG’s production environment which has reduced
costs and improved ESG’s ability to support maintenance activities for legacy products and
respond rapidly to current and future work. His current focus is the introduction of SAN
technology into the group and other improvements in the technology base that will continue to
enable agile response to changing needs.

Mr. Najar is also the lead database administrator for ESG and as such his areas of responsibility
include hardware/OS maintenance for several servers; Oracle and SQL Server database
administration; database tuning/analysis via AWR/ADDM (11g) and SQL query tuning/analysis
via EXPLAIN PLAN and TKPROF to support new product releases and product maintenance
support for ESG’s suite of environmental solution products.

SENIOR PRODUCTION ORACLE DBA, CGI INTERNAL SYSTEMS, 11/98 — 06/04

Responsibilities:
Mr. Najar was the DBA for CGlI internal systems which included financial, procurement, HR,
expense vouchering, and timekeeping functions. His responsibilities included: daily performance
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monitoring, monitoring/correcting production process during financial closes, ensuring backup
and recovery of databases, implementing new functionality, performing upgrades, etc.

SENIOR TECHNICAL ROLES, MULTIPLE DEPARTMENT OF DEFENSE CLIENTS,
11/87 - 11/98

Responsibilities:

= Introduced pen-computing (from Symbol Technologies) to US Navy Shipyards enabling first
line (shop) supervisors to track time and attendance, and work progress at the job site.
Collected data was synchronized at end-of-shift with corporate databases. The Shipyard
environment offered unique challenges that had to be overcome in order to deliver data
accessibility in a nuclear/non-nuclear heavy industrial setting.

= Directed the analysis of the DoD’s Functional Area Model — Data (FAM-D) logical
enterprise model for use by the Military Health Service Systems. Participated in the
development of an optimized physical model for the purpose of Military Dentistry;
development of logical views to provide backward traceability to the logical model. The
resulting physical model was delivered as tailored to Oracle but later converted to Informix.

= Performed data conversion, performance monitoring, and database integration tasks for the
U.S. Navy’s Supervisor’s Desk (SUPDESK) application. The conversion was from Informix
to Oracle.

= Directed a team of programmer/analysts to define requirements, develop, and implement a
Military Personnel Application for the Royal Saudi Air Defense Force (RSADF). The
project introduced client-server technologies into the clients” environment by integrating data
sharing between existing mainframe systems (0S/390, VSAM) and Oracle.

= Directed a team to analyze and automate the production of Procurement Forms (P-Forms) for
the U.S. Army Budget Office (OCSA). These forms are key exhibits in the development of
the Army’s Procurement budget. The effort was part of a office automation effort in the
ABO to reduce dependency on custom software and incorporate COTS packages to speed
procurement support.

= Analyzed and documented management requirements for U.S. Army installations in the areas
of Force Development, Acquisition, and Deployment. The analysis resulted in broad, long-
range Army installation management policy recommendations to the Office of the Secretary
of the Army.

PRIOR EMPLOYMENT EXPERIENCE

Programmer/Analyst, System Automation Corporation, 04/85 — 08/87

As a Programmer/Analyst (COBOL/Fortran), Mr. Najar maintained systems for US Army
Recruiting Command. He participated in the design of an Internal Review and Audit Control
system for the Social Security Administration and developed pattern recognition/matching
software that served as a entre to the use of PCs in a mainframe shop.

United States Marine Corps, 06/78 — 06/82

= Infantry
= Honorably Discharged
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= B.Sc., Information Systems Management, University of Maryland Baltimore County, 1984
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6.15Eric Goldman

EXPERIENCE
SNAPSHOT

INDUSTRY

BACKGROUND

= Government

= Manufacturing
& Distribution

= Information
Technology

SPECIALIZATION

= |T Infrastructure

= Enterprise
Service Desk

=\/MWare
= Documentum

= Metastorm
System

Adminictratinn

With more than 15 years of experience in information technology,
project management and systems administration, Mr. Goldman has
worked every aspect of IT infrastructure, from design, budgeting and
procurement to implementation and administration as well as complex
system development and integration projects. He is experienced in
infrastructure management and operations for high profile,
sensitive/critical data systems. He specializes in designing and building
reliable and cost efficient IT systems for both private business and
public entities.

CGI EXPERIENCE

CGI EMPLOYEE, 02/22/10 - PRESENT

TECHNICAL MANAGER, LOUISIANA ROAD HOME, 02/10 -
PRESENT

Responsibilities:

Mr. Goldman serves as Technical Manager for the Louisiana Road
Home Program IT Infrastructure. His responsibilities include: project
management activities as well as systems administration. Major projects

have included Infrastructure Hardware Refresh for core production systems including SQL
Servers, VMWare ESX and Citrix Environments. He has directed and managed the hardware
and software upgrade of the Development and QA environments and migrated the Road Home
Physical Disaster Recovery (DR) environment to Venyu’s Cloud Infrastructure (VMware vCloud
Director). He was Project Manager and Systems Administrator for upgrading EMC’s
Documentum from version 5.3 to 6.5 and assisted the IT Manager in building project plans and
making IT staff assignments.

Technical Environment: Windows, Exchange, SharePoint, SQL, Oracle, Linux, UNIX, Cisco

VOIP, VMware

PRIOR EMPLOYMENT EXPERIENCE

Manager, IEM Inc., 10/07 — 01/10

= Managed all aspects of the IT infrastructure of a 300 person 8 office company.

= Led ateam of IT professionals that included Systems Administrators, Security professionals
and Service Desk technicians.

= Negotiated enterprise IT contracts for Microsoft Enterprise Agreement (savings of over
$180K over three years) and on-line conferencing (savings of over $47K annually).

= Designated ISSM (Information Systems Security Manager) and COMSEC Custodian for all
Government Contracts.
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Supervised, planned, and implemented two office build-outs that included network and
telecom provisioning as well as office wiring.

Directed the integration, installation and testing of multiple enterprise-wide COTS
applications, including: Halogen eAppraisal, Cyber Recruiter, Deltek Accounting (Costpoint
and Time and Expense) and TrackIT.

Developed system-wide documentation of Enterprise Environment which was extensively
used during Hurricane Gustav.

Technical Environment: Windows, Exchange, SharePoint, SQL, Linux, UNIX, Cisco,
VMWare, Citrix

Sr. System Administrator, IEM Inc., 12/99 — 10/07

Provided System Administration and LAN/WAN support for a network that consisted of 300
users, utilizing Windows and SUN Servers.

Provided Project Management support for IT focused projects.
Secured online hosting services for both internal and external projects.

Appointed Project Manager for the Chemical Stockpile Emergency Preparedness Program
(CSEPP) Portal. This was an online interactive portal for 8 Government sites with of over
1,000 active users.

Provided technical specifications for software and hardware purchases for both internal and
external projects.

Maintained MS Exchange servers for local and remote offices

Technical Environment: Windows, Exchange, SharePoint, SQL, Linux, UNIX, Cisco,
VMWare, Citrix

EDUCATION

B.Sc., Microbiology, Louisiana Tech University, 1990

B.Sc., Nuclear Medicine Technology, University of Arkansas for Medical Sciences, 1991
M.S., Information Systems Decision Sciences, Louisiana State University, 2000
Microsoft Certified Professional, 2000

Microsoft Certified Solutions Associate, 2005

Microsoft Certified Solutions Associate: Messaging, 2005

Microsoft Certified Systems Engineer, 2005

Project Management Professional, 2009
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6.16Ginny Breckridge

BACKGROUND
Eé\ITEESIENOEI:-E Ms. Breckenridge is a supervisor in specialty accounting for HORNE,
LLP in Ridgeland, MS. She provides disaster relief compliance for
INDUSTRY CDBG-DRprojects and reviews applications prepared by eligibility
counselors for submission to the appropriate council of government to
" State ensure accuracy and compliance with federal, state, and project policy.
Government
Bl HORNE EXPERIENCE
$°Vemmem HORNE EMPLOYEE, 06/06 — PRESENT
= Tax
SPECIALIZATION AREA MEDIAN INCOME AND DUPLICATION OF BENEFITS
SUPERVISOR, TEXAS GENERAL LAND OFFICE, 10/12 -
* HUD PRESENT
Eligibility
Calculations Responsibilities:

Ms. Breckenridge is the Area Median Income and Duplication of

Benefits Supervisor of HORNE’s disaster recovery housing programs.
She is currently working with the housing programs in the City of Galveston, Texas, Galveston
County, Texas, and the Lower Rio Grande Development Council, Weslaco, Texas. She is
responsible for working with state and local units of government to develop and implement
guidelines and policies to ensure compliance with all governmental regulations.

Ms. Breckenridge reviews applications and develops internal procedures associated with the
eligibility determination of applicants for various State of Texas disaster recovery programs
funded by the Department of Housing and Urban Development (HUD) Community
Development Block Grant (CDBG) program. She works with responsible staff in the
development of guidelines, policies and procedures as required to comply with State and Federal
regulations.

Ms. Breckenridge is responsible for eligibility determination policies and procedures of the
disaster recovery programs and trains all team members on Federal, State, and project eligibility
requirements and subsequent changes to policies and procedures.

Ms. Breckenridge oversees a team of three while assisting program managers with the
supervision of AMI production across the disaster recovery programs. She has been instrumental
in the development of production reporting for each project. Also, she meets weekly with a
representation from each program to ensure information is consistently being relayed to each
team and to discuss questions and concerns that are team-specific as well as program wide.

SUPERVISOR, MISSISSIPPI EMERGENCY MANAGEMENT AGENCY, 06/09 - 10/12
Responsibilities:

Ms. Breckenridge was a supervisor providing disaster relief compliance for a public assistance
program for the Mississippi Emergency Management Agency. She was involved in the
development of a reimbursement request review process ensuring subgrantee compliance with
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Public Assistance guidelines. She reviewed pay requests prepared by analysts for submission to
the appropriate state agency to ensure accuracy and compliance with Federal and State policy.
She provided proactive accounting assistance to both grantees and subgrantees. She was
involved in real time expenditure and reimbursement tracking. While on Mississippi Public
Assistance, Ms. Breckenridge supervised a team of six serving as a lead analyst. Her
responsibilities included setting production expectations as well as addressing quality assurance
issues.

New Jersey Department of Community Affairs
RFQ No.: RFQ776799S

SENIOR ASSOCIATE, HORNE LLP, 06/06 — 06/09
Responsibilities:

Ms. Breckenridge was a senior associate providing tax preparation services to individuals,
estates, partnerships, and corporations. Her experience included multi-state and consolidated
returns. While her main responsibility was return preparation, she was also involved in estate tax
planning and the review of individual returns. She also co-authored a published article regarding
the phasing out of gift taxes.

EDUCATION

= B.A., Accountancy, University of Mississippi, 2005
= M.A,, Taxation, University of Mississippi, 2006
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7. Appendix C - Back-up Resumes
7.1 Suneel Kanuri

BACKGROUND

EXPERIENCE . .

SNAPSHOT Suneel has over 10 years of experience in .NET & SQL Server and 3
years of experience in Business Process Development and

INDUSTRY Management using OpenText’s MBPM (formerly Metastorm BPM).

His functions at The Road Home involve developing custom IT

= State & Local solutions for delivering outbound mail, as well to write the necessary

GovernmenT software to organize the inbound mail for Cannon scanning stations at
= Pharmaceutical offsite locations in New Orleans, Hammond and so forth. He also
= Private Sector developed & supported the mailing solutions for Louisiana

Department of Administrative Law.
BLUE STREAK TECHNOLOGIES EXPERIENCE

SPECIALIZATION

= Application

DEvEloRmE: TEAM DEVELOPER, STATE GOVERNMENT, 05/10 —
PRESENT
Primary functions at The Road Home project involved developing custom IT solutions for
delivering outbound mail in a timely fashion, as well to write the necessary software to organize
the inbound mail for Cannon scanning stations at offsite locations in New Orleans, Hammond
and so forth. This involved using a mix of technologies ranging from Metastorm for the front
end, Jscript.NET for the scripting within Metastorm and C# for developing scanning software.

Responsibilities:

= Responsible for Business Process Analysis (BPA), Business Process Management &
Designing (BPM), coding, testing and packaging

= Involved with Customer meetings to observe the existing functionality, the issues and scope
out the project.

= Used Metastorm BPM Designer suite for Workflow Map development, MS SQL Server for
database support and integrated it with .NET using JSCRIPT.NET, C# .NET.

= Developed custom software solutions to securely transfer files using FTPS (FTP over explicit
SSL) using C# .NET from scanning stations.

= Developed MS Office based VBA solutions

PRIOR EMPLOYMENT EXPERIENCE

Business Process Management Consultant & Software Developer, CIBER Inc., 4/07 — 4/10

Responsibilities:
= Development and support of Metastorm BPM processes

Computer Programmer, GCR and Associates, 8/04 — 3/07
Responsibilities:

= Work on development projects using C# .NET

= Provide Microsoft SQL DBA functions
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= Work on development project using Cold Fusion
Application Developer, Newtek Business Services, 12/03 — 7/04

New Jersey Department of Community Affairs
RFQ No.: RFQ776799S

Responsibilities:
= Development of application using PHP and C++ with MySQL database

EDUCATION
= Masters, Computer Science, 2004, Louisiana State University

= Bachelors, Computer Science & Engineering, 2001, University of Madras
= Metastorm BPM Certification, 2009
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7.2 Kevin Berthelot

BACKGROUND
EXPERIENCE Kevin has over 7 years of experience in the Information Technology
SNAPSHOT . SR : :
industry. He currently specializes in developing and supporting
INDUSTRY business process management solutions using OpenText’s MBPM

platform as well as support for legacy Metastorm BPM applications.

= State & Local Kevin has also been in sales and development of enterprise-wide

Government imaging solutions for projects such as public records retention,
= Pharmaceutical confidential medical information, and microfiche to digital
*Private Sector conversions.

SPECIALIZATION BLUE STREAK TECHNOLOGIES EXPERIENCE
= Application TEAM DEVELOPER, STATE GOVERNMENT, 07/10 -
Development PRESENT

Responsibilities:
Designed and maintains current G1OS disaster funds business process. System includes
procedures for applicant entry, applications for specific project, payment draw requests, and
tracking and reporting. Manages any helpdesk related items as well as any continued
development on all related systems.

TEAM DEVELOPER, PHARMACEUTICAL COMPANY, 07/09 — 07/10

Responsibilities:

Work with Metastorm Professional Services as a sub contractor both onsite and remotely
developing an application for managing continuing education for a pharmaceutical company.

TECHNICAL LEAD AND LEAD METASTORM DEVELOPER, LOCAL
GOVERNMENT, 07/08 — 09/08

Responsibilities:

Led application development on Parish Council member support request system. Metastorm-
based workflow generates work assignments to resolve Council-requested services. System
includes customizable task assignments, verification of task completions, and user definable
reports. This application integrates with several Parish departments as necessary to generate
tasks required for request completion.

TECHNICAL LEAD AND LEAD METASTORM DEVELOPER, LOCAL
GOVERNMENT, 01/08 — 09/08

Responsibilities:

Led business analysis and application development efforts to create a Metastorm-based
application to generate and route proposed contracts for all Parish services. This application is
used by all departments within the Parish and is integrated with the Parish’s financial records
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system. Using the Metastorm data, system creates and attaches approved contracts and
amendments, and generates custom reports with MS SQL Reporting Services.

New Jersey Department of Community Affairs
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TEAM DEVELOPER, LA DEPARTMENT OF REVENUE, 11/07 — 01/08
Responsibilities:

Developed a Metastorm-based system to manage policy services rulings. The system is used by
policy analysts in the agency to manage a very large caseload of policy matters. Application
manages the life cycle of these cases from assignment to matter resolution.

PRIOR EMPLOYMENT EXPERIENCE
Records Management Representative, C.F.Biggs Company Inc. 06/06 - 11/07

Responsibilities:
= Sales and integration of Document Management Systems utilizing digital micrographic and
digital document imaging products from Canon USA and Digitech Systems, Inc.

EDUCATION

= B.Sc., Business Administration, Computer Information Systems, University of Louisiana at
Monroe, 2006

= Metastorm BPM Certification, 2009
= Dale Carnegie Effective Communications and Human Relations Training
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7.3 Jeremiah Simon

BACKGROUND
EXPERIENCE Jeremiah has almost 10 years of experience as a developer. He
SNAPSHOT currently specializes in developing and supporting business process
management solutions using OpenText’s MBPM platform along with
INDUSTRY database and server maintenance/management. He has developed a
= State variety of systems in the fields of accounting, medical/prescription
Government records, human resources, and GIS in both private and public sectors.

He is currently the team lead for the Office of Community
Services/Disaster Recovery Project.

BLUE STREAK EXPERIENCE
BLUE STREAK TECHNOLOGIES 05/05 - PRESENT

=Private Sector
SPECIALIZATION

= Application
Development

SENIOR METASTORM ANALYST II/TEAM LEAD, LA
OFFICE OF COMMUNITY SERVICES, 09/09 - PRESENT

Responsibilities:

Developed Gustav/lke Recovery Program (currently GIOS). System receives Parish applications
for grant assistance, tracks the approval process and distribution of funds. Lead developer for
Hazard Mitigation Grant Program. System manages $700 million federal grant for 220,000+
Katrina/Rita applicants, the approval process, documentation, contractors, inspections, and
secure electronic payments through Chase Bank.

METASTORM DEVELOPER, LA DEPARTMENT OF REVENUE, 01/08 — 08/09

Responsibilities:

Designed and developed automated IT service request process. Application development
included database design and implementation, software installation, new forms development,
report development, and customer satisfaction survey integration. Configure single sign-on
functionality into Microsoft network environment. Designed and developed a Human Resources
process that developed the paperwork for the hiring process for new employees.

GIS/WEBFOCUS DEVELOPER, STATE GOVERNMENT, 09/05 — 06/06

Responsibilities:

Developed and implemented disaster-specific GIS/Reporting/Business Intelligence Dashboard in
preparedness for future disasters and emergencies. System focused on Disaster Food Stamp
program data and provided mapping functions for Disaster Food Stamp transactions, clients, and
providers.

TEAM DEVELOPER, STATE GOVERNMENT, 09/05 — 12/05

Responsibilities:
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For a case management system reporting environment, created new web-based interface for
report selection, including a “mini-wizard” to decrease the complexity of the reporting system
for fraud investigators, supervisors, and management.

TEAM DEVELOPER, STATE GOVERNMENT, 06/05 — 07/05

Responsibilities:
Built webpage to allow public submission of suspected public assistance fraud. Information
automatically feeds into Metastorm-based case management system.

METASTORM/GIS DEVELOPER, LA DEPARTMENT OF CHILDREN AND FAMILY
SERVICES, 05/05 - 12/07

Responsibilities:

Developed case management system and fraud hotline response system. Worked on application
development efforts to streamline case management business processes. Identify productivity
enhancements through process and task automation. Integrate with back end databases, GIS
system, and web reporting forms. Configure single sign-on functionality into Novell network
environment. Work with customer and contractor staff to provide management with weekly
project status information.

GIS/WEBFOCUS DEVELOPER, STATE GOVERNMENT, 05/05 — 06/07

Responsibilities:

Assisted in development of a GIS application for efficient identification of fraudulent activities.
Performance maintenance and troubleshooting directly in GIS application (ArcGIS/ArclIMS).
Modified and enhanced existing functionality of WebFOCUS reports. Improved Parish selection
for Fraud Investigators by modifying back-end criteria selection in JAVA. Created
documentation of complete system and all processes to comply with contractual requirements
and facilitate historical record-keeping.

PRIOR EMPLOYMENT EXPERIENCE

Computer Technician/Consultant/Lead Developer, Self-Employed, 01/00 — 05/05

Responsibilities:

= Worked as needed to program, specify, purchase, configure and install computer systems for
10+ regular customers.

= Conducted many informal training sessions with home and business users.

= Worked on marketing software for the medical field.

= Created application that manages daily and monthly invoicing, billing (paper and electronic),
and aids in tracking accounts payable for occupational, speech and physical therapists
involved with children in the Early Steps program
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Delivery Driver, Mattress Direct, 09/01 — 12/04
Responsibilities:
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= Delivery driver for Baton Rouge, New Orleans and Lafayette areas and part-time computer
support person as needed.

= Specified, purchased, configured and installed most of the initial computer systems.
Business Machines Specialist, Office Depot, 09/00 — 09/01
Responsibilities:

= Sold computer systems, software and other business machines
= Employee of the month, December 2000

EDUCATION

= B.Sc., Computer Science, Southeastern Louisiana University, 2004
= Metastorm Certified BPM Developer, 2008
= Dale Carnegie Effective Communications and Human Relations Training
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7.4 Elliot Waguespack
BACKGROUND

EXPERIENCE Elliot has over 7 years of experience in the Information Technology

SNAPSHOT industry. He currently specializes in designing, developing, and
INDUSTRY supporting business process management solutions using OpenText’s
MBPM platform. Elliot has achieved the OpenText MBPM V9

= State developer certification. He has also served as architect and lead
Government developer of enterprise-wide software solutions build to manage oil

= Legal field related resources.

=Finance BLUE STREAK TECHNOLOGIES EXPERIENCE

= Telecom BLUE STREAK TECHNOLOGIES, 11/2010 - PRESENT

= Oil Field

TECHNICAL LEAD AND TEAM METASTORM DEVELOPER,

= Construction PRIVATE SECTOR, 09/12 - PRESENT

SPECIALIZATION

Responsibilities:

Lead development efforts to build integration layer between Order
Entry Systems and Network Management Systems using Web
Services. Built process-monitoring workflows to track orders and
trigger events on other back-end systems. Assisted with the migration of Metastorm V7
procedures including data migration. Maintain and monitor production servers and databases.

= Application
Development

TECHNICAL LEAD AND TEAM METASTORM DEVELOPER, STATE
GOVERNMENT, 12/10 - PRESENT

Responsibilities:

Lead development efforts to convert Metastorm 7.6 applications to version 9. Converted, tested,
and implemented several Metastorm processes using the Metastorm File Migration Assistant.
Migrated V7 data to V9 using the Metastorm Repository Migration Assistant. Installed and
configured all applicable Service Release Updates and Hotfixes in development and production
environments. Migrated development and production environments to MS SQL Server 2008.

TECHNICAL LEAD AND TEAM METASTORM DEVELOPER, STATE
GOVERNMENT, 10/11 - PRESENT

Responsibilities:

Renamed V7 roles and removed SWIFT client side functionality in preparation for V7/VV9 Side-
by-Side Operations. Installed Metastorm 9.1. Configured environment for Side-by-Side
Operations. Deployed Windows Single Sign On. Installed and configured all applicable Service
Release Updates and Hotfixes in development and production environments. Converted several
mission critical Metastorm processes from V7 to V9 using the Metastorm File Migration
Assistant. Migrated V7 data to V9 using the Metastorm Repository Migration Assistant.
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TECHNICAL LEAD AND TEAM METASTORM DEVELOPER, PRIVATE SECTOR,
07/11 - PRESENT

Responsibilities:

Make changes to Metastorm 7.6 processes based on business user requests. Developed
Metastorm application to streamline the New Client Conflicts Check process. Installed and
configured a development environment. Changed the authentication type from Novell sign on to
Windows Single Sign On.

TECHNICAL LEAD AND TEAM METASTORM DEVELOPER, PRIVATE SECTOR,
09/11 - 09/12

Responsibilities:

Lead development efforts to convert several Metastorm 7.6 applications to version 9, including
testing and implementation. Seek opportunities for process improvement and make
recommendations to business users. Configured V7/V9 Side-by-Side Operations. Deployed
Windows Single Sign On. Installed and configured all applicable Service Release Updates and
Hotfixes in development, quality assurance, and production environments. Wrote custom SSIS
migration packages to move version 7 data to version 9.

TECHNICAL LEAD AND TEAM METASTORM DEVELOPER, STATE
GOVERNMENT, 07/11 - 06/12

Responsibilities:

Make changes to Metastorm 7.6 processes based on business user requests. Installed Metastorm
9.1 with Novell sign on. Installed and configured all applicable Service Release Updates and
Hotfixes in development and production environments. Converted several Metastorm processes
from V7 to V9 using the Metastorm File Migration Assistant. Migrated V7 data to V9 using the
Metastorm Repository Migration Assistant.

TEAM DEVELOPER, PRIVATE SECTOR, 05/11 - 09/11

Responsibilities:
Assisted users in planning major process improvements to several of their Human Resource
applications. Developed, tested, and implemented enhancements to Metastorm 7.6 processes.

TECHNICAL TRAINER AND TEAM DEVELOPER, PRIVATE SECTOR, 05/11 - 07/11

Responsibilities:

Trained client development staff in Metastorm 7/9 conversion techniques. Converted a
Metastorm process from V7 to V9 using the Metastorm File Migration Assistant to teach the in-
house developers how to convert. Migrated V7 data to V9 using the Metastorm Repository
Migration Assistant as a learning exercise for the staff developers.
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TEAM DEVELOPER, STATE GOVERNMENT, 12/10

Responsibilities:

Installed and configured Metastorm BPM 7.6 production and development environments. Moved
existing Metastorm 7 applications from Windows Server 2003 to Windows Server 2008. Setup
Metastorm 9.0 development server.

PRIOR EMPLOYMENT EXPERIENCE

Programmer Analyst, Grand Isle Shipyard Inc., August 2008 — November 2010

Responsibilities:

= Designed, built, and maintained Microsoft .NET applications to manage oil field related
resources.

= Worked closely with accounting to routinely move financial data from remote offices to
headquarters. Supported the payroll process and was responsible for the integration between
a custom-built resource management system and the Accounting System.

= Key Stakeholder in the design and implementation of Microsoft Dynamics GP.
PC Specialist, Nicholls State University May 2007 — August 2008
Responsibilities:

= Supported 1500 users in a Microsoft Windows/Novell environment.

= Maintained Antivirus, File, and Print servers.

EDUCATION

= B.Sc., Business Administration and Computer Information Systems, Nicholls State
University, 2008

= Dale Carnegie Effective Communications and Human Relations Training
= OpenText MBPM V9 Certified Developer
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7.5 Denae Matthews

BACKGROUND
EXPERIENCE Denae has over 6 years of experience in the Information Technology
SNAPSHOT . e : .
industry. She currently specializes in developing and supporting
INDUSTRY business process management solutions using OpenText’s MBPM

(formerly Metastorm) platform. Denae has also been lead developer of

= State & Local enterprise-wide software solutions for projects such as inventory

Government systems, store accounting systems, and coin processing systems.
. :;ega_ll BLUE STREAK TECHNOLOGIES EXPERIENCE
* Retai

BLUE STREAK TECHNOLOGIES, MAY 2011 - PRESENT

=Health Care Responsibilities:

SPECIALIZATION = Create cost-effective, scalable, and business-enhancing business
= Application process solutions using the OpenText MBPM suite of products.
Development = Work proficiently with the following languages/tools: OpenText

MBPM V7-V9, C#, SQL, ASP.NET, JavaScript, JScript.NET,
VBScript.NET, .NET web services, SQL Server, Visual Studio,
and SharePoint.

= Understand business requirements and translate them into system requirements
= Define scopes of work and complete projects on time and within set budget

= Manage communication and relationships with the key stakeholders at all levels
= Perform unit testing and provide production support

TECHNICAL LEAD AND LEAD METASTORM DEVELOPER, PRIVATE SECTOR,
04/13 - PRESENT

Responsibilities:

Lead development efforts to build Billing System that interacts with Network Management
Systems using Web Services. Built process-monitoring workflows to track billing components
and trigger events on other back-end systems.

LEAD METASTORM DEVELOPER, STATE GOVERNMENT, 07/12 - 03/13

Responsibilities:

For the Case Management Information System, performed upgrade and converted existing
processes from Metastorm BPM 7.6 to Metastorm BPM 9.2 and replaced existing BRD SWiFT
client-side enhancements with comparable Metastorm BPM functionality.

LEAD METASTORM DEVELOPER, STATE GOVERNMENT, 07/12 - 11/12

Responsibilities:
Led development of customer requested enhancements and additions to public-facing website.
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TEAM METASTORM DEVELOPER, STATE GOVERNMENT, 02/12 - 05/12

Responsibilities:

For the Service Request System, upgraded and converted automated IT service request processes
from Metastorm BPM 7.6 to Metastorm BPM 9.1 and replaced existing BRD SWIFT client-side
enhancements with comparable Metastorm BPM functionality.

TEAM METASTORM DEVELOPER, HEALTHCARE, 12/11 - 08/12

Responsibilities:

Led implementation of converting core business processes from Metastorm BPM 7.6 to
Metastorm BPM 9.1 and creating a Metastorm BPM 9.1 global code library. Converted
processes include Patient File process, IT Provisioning process, Legal Contract Routing process,
Business Card Request process, Employee Reward process, Time Off Request process, and
Clinical Trial Deviations process.

TEAM DEVELOPER, PRIVATE SECTOR, 11/11 - 10/12

Responsibilities:
Development of public-facing customer web portal to facilitate secure user login to Metastorm
BPM 9.1 environment. Implemented third-party security features.

TEAM METASTORM DEVELOPER, CHILD AND FAMILY SERVICES USER
SUPPORT SYSTEM, 06/11 — 07/12

Responsibilities:
Performed support and enhancements of Metastorm BPM 7.6 system for management of user
data.

TEAM METASTORM DEVELOPER, LOCAL GOVERNMENT, 06/11 - 12/11

Responsibilities:
Led development of customer requested enhancements and support of Metastorm BPM 7.6
system for contract routing.

PRIOR EMPLOYMENT EXPERIENCE

Software Developer, Rouse’s Supermarkets, 05/07 — 05/11

Responsibilities:

= Day to day maintenance of web based systems and optimizing code for the best user
experience

= C#, ASP.NET, JavaScript, SQL, HTML, CSS, SQL Server, Visual Studio

= Lead developer on projects such as Inventory System, Store Accounting System, and Coin
System

= Proactively analyze results, current systems and processes and seek better alternatives or
improvements where necessary

= Prepared department Secure Application Development Lifecycle Policy in accordance to PCI
compliance guidelines
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= Web Application Security such as preventing XSS and SQL Injection
EDUCATION
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= B.Sc., Computer Information Systems, Nicholls State University, 2008
= Metastorm Developer BPM 7.6 Foundation Training course, June 2011
= Metastorm Developer BPM 9.x Foundation Training course, July 2011
= Dale Carnegie Effective Communications and Human Relations Training
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7.6 Cory Matessino

BACKGROUND
EXPERIENCE Mr. Matessino has nearly a decade of experience in development and
SNAPSHOT . . . . .
implementation of Business Process Management solutions, with
INDUSTRY special expertise in the OpenText MBPM (formerly Metastorm) suite

of BPM products. He began his career in the health care industry,

= State & Local implementing HIPAA compliance procedures and solutions for a wide

Government range of hospitals and medical facilities. He joined Blue Streak
=Health Care Technologies in 2004 as a BPM solutions developer, and when
= Finance necessary has fulfilled the role of Project Manager, Business Analyst,

and Technical Lead. He is now the Senior BPM Developer at Blue

Streak, specializing in solution implementation across a wide range of
=Legal industries, including Government, Finance, and Legal.

SPECIALIZATION

= Manufacturing

Mr. Matessino served as a partner advisor prior to the release of the
= Application current version of the MBPM product. Together with other Blue
Development Streak staff, he was among the first two developers in America to
achieve the original Metastorm Developer Certification. He also
participated in the BETA testing of the OpenText MBPM Version 9 certification program and,
again with other Blue Streak staff became one of the first two MBPM Version 9 certified
developers.

BLUE STREAK TECHNOLOGIES EXPERIENCE

SENIOR BPM DEVELOPMENT CONSULTANT, MARCH 2004 - PRESENT
Responsibilities:

= Design, develop, and implement BPM solutions for clients across a wide range of industries.
= Work with clients to refine solution requirements and optimize business process design.

= Provide leadership and oversight to development team.

= Perform project management functions as required.

TEAM DEVELOPER, PRIVATE SECTOR, 04/13 - PRESENT

Responsibilities:

Set up V7/V9 side-by-side operations for large national law firm to begin migration to
Metastorm V9. This environment includes a load-balanced split deployment V7 system, to be
integrated via side-by-side with the new V9 interface.

TECHNICAL LEAD, LA DEPARTMENT OF REVENUE, 10/07 — 12/07, 07/10 -
PRESENT

Responsibilities:
Lead development and maintenance of Metastorm-based system for management of policy
rulings data.
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TECHNICAL LEAD, LA DEPARTMENT OF REVENUE, 10/07 — 12/07, 07/10 -
PRESENT

Responsibilities:

Led development and maintenance of Metastorm-based system for onboarding new and
recurring annual employees into the agency. System includes kiosk-based access for employee
completion of applications, and production of finalized electronic application documents, routed
through approval workflow.

TECHNICAL LEAD AND LEAD METASTORM DEVELOPER, LA DEPARTMENT OF
REVENUE, 05/07 — 12/07, 07/10 - PRESENT

Responsibilities:
Design, develop, and maintain Metastorm-based system for management of legal case data.
Configure SWIFT third-party client enhancements.

TECHNICAL LEAD AND LEAD METASTORM DEVELOPER, LA DEPARTMENT OF
REVENUE, 07/05 - 06/08, 07/10 - PRESENT

Responsibilities:

Design, develop, and maintain multi-tiered automated IT service request process. Application
development included database design and implementation, software installation, new forms
development, report development, and customer satisfaction survey integration. Configure single
sign-on functionality into Microsoft network environment. Configure SWIFT third-party client
enhancements. Upgrade Metastorm software as available, and perform necessary data
migrations. Convert processes from Metastorm V7.6 to new V9 format.

TEAM DEVELOPER/TECHNICAL LEAD, PRIVATE SECTOR, 04/10 - PRESENT

Responsibilities:
Assisted development of and currently maintain pricing approval system for large manufacturer
of commercial and residential tools and hardware.

TECHNICAL LEAD, PRIVATE SECTOR, 02/09 - PRESENT

Responsibilities:

Led development and currently maintain multi-national organization’s Metastorm-based
purchase requisition system. Features include multi-currency support, master purchasing product
catalog, and integration with organization’s asset-tracking software.

TECHNICAL LEAD, PRIVATE SECTOR, 09/08 - PRESENT

Responsibilities:

Led development and currently maintain Human Resources onboarding and offboarding system.
The workflows are designed to accept hire, transfer, and termination requests, and distribute and
assign tasks to fulfill those requests. Currently this is system is being converted from Metastorm
V7 to V9.
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TECHNICAL LEAD, PRIVATE SECTOR, 03/08 - PRESENT

Responsibilities:

Completed development and currently maintain large-scale Metastorm-based system for client
order processing management. This Metastorm system is integrated with SalesForce.com, and
features a project/task architecture that includes more than 20 workflows.

TECHNICAL LEAD, PRIVATE SECTOR, 03/07 - PRESENT

Responsibilities:

Develop and maintain Metastorm case management application for private background-checking
firm. System includes public web-accessed V9 front-end order entry system integrated with VV7-
based multi-level case management system. Integrations of these systems include data
synchronization, scheduled report and invoice generation, and functioning disaster recovery
backup environment.

TEAM DEVELOPER/TECHNICAL LEAD, PRIVATE SECTOR, 06/10 — 02/12

Responsibilities:

Assisted development of promotional product pricing approval process for large manufacturer of
commercial and residential tools and hardware. System features both manual input and
automated intake from SAP.

TECHNICAL LEAD, LA OFFICE OF INFORMATION TECHNOLOGY, 05/10 - 08/11

Responsibilities:

Led development of Metastorm-based project management system, including home-grown
project document/template repository, and project management dashboards and status reports.
System was converted from Metastorm V7 to V9.

TEAM DEVELOPER, PRIVATE SECTOR, 07/10 - 09/11

Responsibilities:
Assisted in development and maintenance of New Matter Intake process for medium-large law
firm.

TEAM DEVELOPER, PRIVATE SECTOR, 07/10 - 09/11

Responsibilities:

Assisted in development and maintenance of Check Request process for medium-large law firm.
TECHNICAL LEAD, PRIVATE SECTOR, 08/10 - 03/11

Responsibilities:
Led development of shipping/freight pricing approval process for large manufacturer of
commercial and residential tools and hardware.
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TEAM DEVELOPER, LA DEPARTMENT OF EDUCATION, 05/08 — 08/08

Responsibilities:
Assisted development of purchase order request system.

TECHNICAL LEAD, LA OFFICE OF INFORMATION TECHNOLOGY, 11/07 — 06/09

Responsibilities:
Led development of state-wide Metastorm-based IT project budget submission and approval
process. System includes public web front end for budget submission and approval status review.

TECHNICAL LEAD AND LEAD METASTORM DEVELOPER, LA DEPARTMENT OF
CHILD AND FAMILY SERVICES, 07/05 - 06/07

Responsibilities:

Developed and maintained end-user support request system. System generates work assignments
to resolve end-user software issues. Includes task assignment reports and monthly time and cost
data reports.

TEAM DEVELOPER, LOCAL GOVERNMENT, 03/05 — 05/05

Responsibilities:
Developed transportation management application for a local school system. The Metastorm
application interfaced with an AS400 back end.

TEAM DEVELOPER, HOME HEALTH, 11/04 — 03/05

Responsibilities:
Developed Metastorm workflow to integrate document management solution with accounts
payable systems for large home health firm.

TEAM DEVELOPER, LOCAL GOVERNMENT, 07/04 — 06/05

Responsibilities:
Developed Metastorm application to assist a local government to determine sales tax impacts of
city land annexation.

TECHNICAL LEAD, LEAD METASTORM DEVELOPER, AND PROJECT
MANAGER, LA DEPARTMENT OF CHILD AND FAMILY SERVICES, 03/04 — 06/09

Responsibilities:

Developed and maintained case management system and fraud hotline response system. Lead
application development efforts to streamline case management business processes. Integrate
with back end databases, GIS system, and web reporting forms. Configure single sign-on
functionality into Novell network environment. Configure SWIFT third-party client
enhancements. Work with customer and contractor staff to provide management with weekly
project status information. Prepare biweekly status reports and attend biweekly status update
meetings. Facilitate joint application development sessions. Compile and submit
billing/invoicing data for approval.
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PRIOR EMPLOYMENT EXPERIENCE

Training Consultant, Healthcare Education Strategies, 08/02-02/04
Responsibilities:

Conduct HIPAA Privacy and Security Compliance training sessions

EDUCATION

Metastorm Certified BPM Developer (Metastorm BPM V9.x), 2010
Metastorm Certified BPM Developer (Metastorm BPM V5.1-7.x), 2004
MBA, University of Southern Mississippi, 2002

B.Sc., Business Administration, Management Information Systems, University of Southern
Mississippi, 2001

Dale Carnegie Effective Communications and Human Relations Training
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7.7 Andy Gower

BACKGROUND
2AHANISNCIE Andrew Gower joined CGI September of 2006 and has more than
SNAPSHOT : . . . :
seven years in the Information Technology industry with a wide range
INDUSTRY of experience. He has acted as a web developer, business intelligence
and reporting solutions developer, business analyst, and database
=State and Local  geye|oper with CGI.
Government
CGI EXPERIENCE
SPECIALIZATION
= Business CGI EMPLOYEE, 09/01/06 — PRESENT
Intelligence
. DEVELOPER, LOUISIANA ROAD HOME, 04/09 - PRESENT
= Reporting
Solutions Responsibilities:
= Application As a consultant for the Road Home Program, Mr. Gower has been
Development instrumental in design and implementation of a variety of assignments.
=Web He works daily with clients from all projects under the Road Home
Development umbrella and leverages his extensive experience and knowledge of all
P the programs to consultant and influence decision making and design.
DB As a developer/architect for the Business Intelligence and Reporting
Development team, Mr. Gower works integrating and analyzing data from more than

15 disparate systems and combines them into a single efficient
reporting database environment. Also, he is responsible for more than 30 GUI based interactive
web reporting environments in which he has greatly simplified reporting for the client and other
members of his team. As an extract, translate and load (ETL) developer, Andrew has both
improved the efficiency of existing jobs and created more than 40 additional jobs. He has also
converted other types of batch processes, some taking as much as 6 hours, into jobs running in
under 20 minutes. He creates efficient freehand queries, views, functions, and packages in MS
SQL Server and Oracle. As a programmer/tester, he has written Java code used in the successful
data conversion and transition of a high profile project with stringent timeframes.

Technical Environment: Oracle, MS SQL Server 2000 and 2005, Business Objects (Data
Integrator/Services, Designer, Web Intelligence, Desktop Intelligence, Crystal Reports), MS
Server 2003, MS Office 2003 and 2007, Java, Eclipse

PROGRAMMER ANALYST, FLORIDA DEPARTMENT OF CHILDREN AND
FAMILIES, 03/07 — 04/09

Responsibilities:

As a programmer analyst for the Florida Safe Families Network (FSFN) application, Mr. Gower
has filled roles across the functional and technical spectrum. As a developer, he has used Java in
both application and batch coding. Mr. Gower has extensive experience developing efficient
ETL processes, complex SQL, and stored procedures. As a designer, he helped in the design of a
star schema business intelligence database used in the development of a high efficiency reporting
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datamart with sub-second response time. During the course of incorporating JAWS, a third party
software used by the visually impaired, with the FSFN application, Mr. Gower performed
analysis of data usage practices, created JAWS scripts (using the product specific scripting
language), and trained users in its proper use.

New Jersey Department of Community Affairs
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Technical Environment: DB2, Java, Bea Weblogic, MySQL, HTML, JSP, Business Objects
(Data Integrator and Performance Manger, Designer, Web Intelligence, Desktop Intelligence,
Crystal Reports), Apache ANT Scripting, Subversion revision control, FileZilla FTP client,
Cygwin, JAWS Scripting, Apache Struts, Eclipse, Windows 2003, Linux, JAWS

JAVA DEVELOPER, NEW JERSEY DEPARTMENT OF CHILDREN AND FAMILIES,
09/06 — 03/07

Responsibilities:

Mr. Gower acted as a Java developer during his tenure on the New Jersey Spirit project. He
developed both new application code as well as corrected existing base line code to meet system
requirements; and throughout his time on the project, was given assignments with increasing
responsibility.

Technical Environment: Oracle, Java, IBM Websphere, HTML, JSP, Apache Struts, Eclipse.

EDUCATION

= B.Sc., Computer Science with emphasis in Mathematics, University of Wisconsin-Madison,
2005
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7.8 Neil Forbes

BACKGROUND
E;(KESRL%I\-:-CE Neil Forbes is a partner in disaster recovery services at HORNE LLP.
He oversees disaster recovery projects related to US Department of
INDUSTRY Housing and Urban Development (HUD) Community Development
Block Grant (CDBG) funds. Mr. Forbes’ responsibilities include
" State program management, financial and regulatory compliance with grant
Government regulations and all applicable state and federal laws including The
= Federal Stafford Act, Fair Housing regulations, and income eligibility
Government requirements. His experience includes coordinating with state and
= Private Sector federal agencies, non-profit and for-profit sub-recipients, and

individual applicants receiving federal disaster aid.
HORNE EXPERIENCE

SPECIALIZATION

- CDBG-DR-
DIR PTG HORNE EMPLOYEE, 09/08 — PRESENT

- CDBG-
DRPolicyand  DIRECTOR, CDBG-DRDISASTER RECOVERY PROGRAMS,
Procedure 02/09 - PRESENT

Development A
P Responsibilities:

= Program Mr. Forbes is a Partner in the disaster compliance division at HORNE,
Management where he is the director of CDBG-DRDisaster Recovery programs in
=CDBG-DR- Texas and on the Mississippi Gulf Coast for Horne.
Ersczg:mess As director of the Mississippi gnd Texa_s CDBG-_DRD_isa_ster Recovery
. programs, Mr. Forbes works directly with the Mississippi
Modeling Development Authority, The Texas General Land Office and Sub
*CDBG-DR- Recipients to coordinate all compliance and oversight activities related
DR Technical to more than $1 Billion in new construction, rehabilitation, and
Assistance homebuyer assistance CDBG-DRdisaster recovery programs. These
= Financial and programs include coordinating activities with non-profit, for-profit,
Strategic and municipal organizations. Compliance for these programs includes
Planning/Budge all applicable CDBG, Stafford Act, ADA, and fair housing regulations.
ting

- Requlat 4  PROGRAM DIRECTOR, MISSISSIPPI DEVELOPMENT
egulatory an AUTHORITY LONG TERM WORKFORCE HOUSING

Programmatic (LTWH) PROGRAM, 02/09 — 12/10
Analysis

= Financial Responsibilities:
Mr. Forbes was responsible for oversight and implementation of the
LTWH Program, which is a $350 million dollars CDBG-DR program designed to provide
affordable housing to low to moderate income families displaced due to Hurricane Katrina on the
Mississippi Gulf Coast. The LTWH Program consists of over 50 subrecipients and subgrantees
that provide single family rehabilitation, single family new construction, multi-family
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rehabilitation, multi-family new construction, down payment assistance, community outreach,
and mortgage assistance for applicants that could not meet traditional lending criteria.

PRODUCTION MANAGER, SMALL RENTAL ASSISTANCE PROGRAM, ROUND 1,
09/08 — 02/09

Responsibilities:

Mr. Forbes worked as the production manager on the first phase of the $235M HUD funded
CDBG-DRDisaster Recovery Small Rental Assistance Program. The Small Rental Assistance
Program, a compensation grant program, encouraged individuals and businesses to renovate or
construct affordable rental properties along the Mississippi Gulf Coast. Property owners applied
through the Mississippi Development Authority for up to $40,000 per application in forgivable
loans for the repair or construction of rental properties.

PRIOR EMPLOYMENT EXPERIENCE

Campaign Manager, Wayne Parker for Congress, 06/08 — 09/08

Mr. Forbes managed two campaign offices with emphasis on grassroots development and
implementation. He worked with phone, direct mail, media, and polling vendors to coordinate
activities. He was responsible for the fundraising for a potential million dollar campaign and
managed a staff of eight.

Campaign Manager, David Landrum for Congress, 01/08 — 04/08

Mr. Forbes managed two campaign offices with emphasis on grassroots development and
implementation. He worked with phone, direct mail, media, and polling vendors to coordinate
activities. He was responsible for the fundraising for a million dollar campaign and managed a
staff of ten.

Campaign Manager, Phil Bryant for Lieutenant Governor, 12/06 — 12/07

Mr. Forbes managed five campaign offices with emphasis on grassroots development and
implementation. He worked with phone, direct mail, media, and polling vendors to coordinate
activities. He was responsible for the potential fundraising for a four million dollar campaign
and managed a staff of fifteen.

Regional Political Director, Republican State Leadership Committee, 01/05 — 11/06

Mr. Forbes was responsible for political activity in twelve states for a National 527 political
organization specifically dedicated to gaining and maintaining Republican majorities, state
legislatures, attorney generals, and lieutenant governors. He wrote, coordinated and taught
legislative and statewide training seminars focusing on incumbent retention, campaign
development, GOTV implementation, and issue development. He traveled and worked directly
with campaigns as a consultant to ensure proper campaign mechanics and implementation.
States included Maine, Vermont, Indiana, Michigan, Minnesota, Wisconsin, Montana,
Oklahoma, Kansas, Alabama, Delaware, New York and West Virginia.
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Deputy Political Director/RLGA Executive Director, Republican State Leadership
Committee, 01/04 — 12/04

As Deputy Political Director, Mr. Forbes worked with the Political Director to implement
political activity for a National 527 political organization. He was responsible for retrieving,
organizing, and analyzing vote history for selected states to target legislative and statewide races.
He was deployed as a consultant on general and special elections to ensure effective use of
resources.

As RLGA Executive Director he worked with the incumbent lieutenant governor to establish an
active association dedicated to retaining and electing Republican lieutenant governors across the
country. He also organized quarterly meetings between lieutenant governors, donors, and
prospective donors. He organized fundraising for the association and targeted campaigns.

Campaign Manager, Scott Newton for Attorney General, 01/04 — 12/03

Mr. Forbes was responsible for overseeing all earned and paid media. He was responsible for
developing, implementing and overseeing all fundraising. He worked with paid vendors, media
consultants, and polling consultants. He managed message development and opposition
research.

Campaign Manager, Mike Cox for Attorney General, 05/02 — 11/02

Mr. Forbes hired and managed eight full-time employees and numerous interns. He worked with
pollsters, media consultants, and vendors to perform duties for the campaign. He was
responsible for all earned and paid media and message delivery.

Political Director, Forbes for Congress, 06/01 to 04/02

Mr. Forbes was responsible for all fundraising, volunteers, and special interests activities to
prepare for congressional re-election of Randy Forbes. He was responsible for building and
maintaining all databases and was the sight developer for a new office.

Campaign Manager, John Cosgrove for Delegate, 08/01 — 11/01

Mr. Forbes was responsible for all volunteer and special interest activities. He worked with mail
vendors in order to deliver the campaign message via mail. He also worked with statewide
campaigns in order to maximize turnout and message delivery.

Grassroots Coordinator, Forbes for Congress, 01/04 — 06/01

Mr. Forbes was responsible for all volunteer activities including rallies, sign placement, literature
drops, and various events. He implemented a 4 day volunteer program which reached 56,000
households in order to promote the congressional candidate.

Deputy Sheriff, Chesapeake Sheriff’s Office, 09/94 — 10/97

Mr. Forbes was initially assigned to jail security, then became a Senior Deputy over seven other
deputies on evening shift. Once assigned to evening shift he used the National Criminal
Information System, the Virginia Criminal Information Network, and the Automated Fingerprint
Identification System in order to identify incoming inmates and verify if they had outstanding
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warrants. He attended FBI fingerprint school in order to identify and testify on identification of
inmates.

New Jersey Department of Community Affairs
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E-4 Infantry Specialist, Virginia Army National Guard, 1994 — 1999

In Hopewell, VA, Mr. Forbes was assigned to Light Infantry Unit and eventually became squad
leader in charge of three other soldiers. He trained at Fort Polk, LA in order to prepare for
guerrilla warfare. He was also a marksman instructor in charge of training new soldiers on M-16
marksmanship.

Airborne Infantryman, U. S. Army, Camp Casey, 1990 — 1993

Mr. Forbes attended basic training and airborne school at Fort Benning, GA. While in Korea in
the 2nd Infantry Division, he was assigned to the mechanized infantry unit and attended Sniper
School and Combat Lifesaver Medic School.

While assigned to Fort Bragg, NC and the 82nd Airborne Division he was assigned to the Light
Infantry Anti-tank Unit capable of airborne operations with the HUMMWY. He was also
assigned as truck leader in charge of a driver and gunner.

EDUCATION
= B.A., English Literature, Virginia Wesleyan College, 2000
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7.9 Natasha Acoff
BACKGROUND

Entertainment
= Graphic Design

SPECIALIZATION

= Requirements
Gathering

=JAD Sessions

= Training

= System Testing
=User

Elil(,ZIESRILE)I\'II'CE Ms. Acoff has six years of experience in the field of Information
Technology. Her key performance has been related to the software
INDUSTRY development life cycle and design of client specific requirements as
i well as graphics development. In response to client requests, she has
= Disaster also engaged in implementation, documentation and design of specific
Recovery functional application software in different areas.

“Child Welfare | expERIENCE

= Education

=Sports CGI EMPLOYEE, 01/07/07 - PRESENT

BUSINESS ANALYST, LOUISIANA ROAD HOME, 10/09 -
PRESENT

Responsibilities:

The State of Louisiana has implemented The Road Home program,
designed to provide compensation to Louisiana residents affected by
various hurricanes. Ms. Acoff joined the Road Home team in October
2009 as a Functional Analyst on the Quality Assurance team. Her tasks
included creating testing documentation for multiple change requests
which supply a test plan, test metrics and test scripts for review and
approval. She maintained the QA Plan, Quality Center, defect database

Acceptance used to capture defects and requirements from System Test, User
Testing Acceptance Testing and Production. She led testing efforts with

= Onsite Support stakeholders as well as consolidated monthly testing metrics.

= Project In June 2010, Ms. Acoff joined the Hazard Mitigation Grant Program
Management (HMGP) project as a testing analyst in an effort to assist the team with

- Object Oriented conversion related tasks prior to implementation of the Metastorm

packaged Applicant Tracking System (ATS). She provided on-site
support to the program during implementation as well as worked as a
business analyst during subsequent phases on the program’s initial
deployment.

In October 2010, Ms. Acoff began as the Lead Business Analyst of HMGP, establishing business
processes for the ATS application, working with the program to gather requirements, providing
general design documentation and help desk support via AdventNet Service Center.
Additionally, Ms. Acoff works with the developers to provide specifications for development,
creates technical specifications for reporting, performs system testing of the required
functionality, produces user guides and training/demonstrations of functionality to users and
program management and conducts user acceptance testing.

Programming
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As the Lead Business Analyst, Ms. Acoff has been successful in establishing business processes
for ATS, providing support for internal audits, assisting in training and user documentation for
the program as well as maintaining a project schedule of development.

BUSINESS ANALYST, FLORIDA SAFE FAMILIES NETWORK, 01/07 — 09/09

The Department of Children and Families implemented the Florida Safe Families Network
(FSFN), a State Automated Child Welfare Information System. Ms. Acoff became a member of
the Functional Team prior to Release 1.

Responsibilities:

Ms. Acoff’s activities included assisting with massive QA tasks, leading contractors with
creating system test scripts, engaging with state agencies during preparatory sessions for
software readiness, providing implementation on-site support to state agencies, training
documentation, and facilitation of design sessions and change management activities. In
addition, she performed tasks in the following areas:

HELP DESK: Ms. Acoff provided support to the Department of Children and Families from
March 2009 — September 2009. Using Service Center, she supported users with her extensive
application knowledge in resolving issues. Ms. Acoff was responsible for reviewing issues
related to current Release 1 and Release 2A functionality, as well as multiple Release 2B
functionalities. While assisting users, Ms. Acoff provided workarounds and solutions as well as
ensured all appropriate issues are documented for the vendor for repair and additional
documentation.

TRAINING: Ms. Acoff worked in various training areas throughout the project. She assisted
with data input for statewide training and mass production of information to be presented to
clients. Ms. Acoff facilitated training sessions to various agencies. She also recorded voice over
trainings, using the Adobe Acrobat Connect Pro, which is made available to the clients for
Release 2B implementation.

CHANGE MANAGEMENT: Ms. Acoff worked as a part of the Change Management team with
responsibility of examining, evaluating and documenting current business processes, prospective
business processes and identifying gap analysis for state agencies. Ms. Acoff was also
responsible for coordinating meetings and travel to Community Based Care locations with Site
Contacts. Ms. Acoff met multiple stakeholders to review their current business practices and
maintained an excellent rapport with client personnel.

IMPLEMENTATION: Ms. Acoff served on the Implementation team for Release 1 to develop
seed data for training environments. Prior to Implementation, Ms. Acoff facilitated contractor
staff with test script execution. She was also responsible for traveling to state agencies to
determine site readiness. Ms. Acoff participated in Onsite support with a state agency to provide
guidance and training to users during Release 1 implementation of the Florida Safe Families
Network.

PROVIDER TEAM LEAD: Ms. Acoff worked on the provider team since Release 2A. She
served as the provider lead for multiple topics. She facilitated and led design sessions to
determine system designs based on requirement specifications. Ms. Acoff also created screen
mockups for developers and made updates to topic paper designs. On the provider team, she also
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created test scripts, tested application software and developed design documentation for
deliverables.

New Jersey Department of Community Affairs
RFQ No.: RFQ776799S

FUNCTIONAL TEAM: As a member of the project’s functional team, Ms. Acoff performed
testing of the applications software using Test Scripts and User Acceptance Testing. Prior to
Release 1, she maintained the systems Knowledge Web that provided useful links and tips to
Release 1 Web-based Training modules (WBTSs). She also maintained the system’s RoboHelp
application that served as the mechanism for Help files for users within FSFN. Ms. Acoff
participated in multiple stakeholder conference calls to attain extensive knowledge of client
issues and concerns.

PRIOR EMPLOYMENT EXPERIENCE

Billing Specialist, Leon County Schools, 02/99 — 01/07 (approximately 20-30 hours per week
until January 2002 when the position became full time)

Ms. Acoff served as an Administrative Assistant and Billing Specialist, maintaining public
student files, inputting Medicaid billing codes associated with Occupational, Physical and
Speech Therapy services rendered to students, producing labels and mail outs in support of
countywide therapists and nurses and submission of transactions to the state for reimbursement.
Ms. Acoff also created spreadsheets and documentation for billing procedures to assist other
school districts and post personnel.

EDUCATION
= Associate of Arts, General Studies, Tallahassee Community College, 2003

= Associate of Science, Computer Programming, Tallahassee Community College, 2004
= B.Sc., Information Technology, Florida State University, 2006
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7.10Mike Lee

EXPERIENCE
SNAPSHOT

INDUSTRY

New Jersey Department of Community Affairs
RFQ No.: RFQ776799S

BACKGROUND

=Telecom

=Energy (Oil &
Gas)

= Education
= Government

=Human
Resource & Tax

= Retail
= Transportation
SPECIALIZATION

With more than 20 years in the Information Technology industry, Mr.
Lee has a wide range of experience providing project and account
management, as well as developing, documenting, coding, testing and
implementing business technology solutions. He has acquired an in-
depth knowledge of database and software architectural solution by
architectural best practices. Such as addressing application, security,
data and technology in the context of supporting processes across all
business segments.

CGI EXPERIENCE

= Business-to-
Business
Solution Design

= Business-to-
Consumer
Solution Design

CGI EMPLOYEE, 07/14/96 - PRESENT
DBA, THE ROAD HOME PROGRAM, 03/10 - PRESENT

ROLE: DBA ORACLE/SQL SERVER, JAVA DEVELOPER,
DATA WAREHOUSE DEVELOPER

Responsibilities:

Mr. Lee provides leadership direction and accountability for strategic
application architecture plans, system design, and implementation. Mr.
Lee has been able to:

= Reduce risk on large implementations by proactively reviewing
Proof of Concepts, Implementation plans and Product
Applicability.

Collaborate with partners/team member to improve their delivery capability.

Architect multiple platforms from object oriented 2-tier client Server to N tier software
development, middleware (web services / SOA), messaging, and object relational database.
Work closely with other concept owners, application programmers, and the infrastructure
team to ensure all of our data-driven applications are running optimally.

Provide an analytical processing of data from the data warehouse for forecasting, planning,
and what-if analysis such as trends and patterns.

Help improve and maintain Road Home’s heterogeneous and homogenous distributed
database environments.

Help support transparent gateway agent to interface with the specified non-Oracle database
system using easySoft (Oracle client in a MS-SQL world).

Road Home consists of numerous Oracle databases containing approximately 1.5 terra bytes of
data and 98 MS-SQL databases containing 950GB of data.

Technical Environment: Oracle 11g, MS SQL Server 2008, J2EE 1.6
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ETL TESTER, TRACTOR SUPPLY, 12/09 - 2/10

Responsibilities:
Mr. Lee’s responsibilities primarily included testing ETL processes for an enterprise wide POS
Retail system collaborating / mitigating with an ERP (SAP).

Technical Environment: J2EE 1.4, IBM Websphere 6.x, Oracle 10g, and SAP Data Intergrator

DBA, OLDE FINANCIAL SERVICES, 07/08 — 11/09

Responsibilities:
Mr. Lee was the primary DBA with end-to-end responsibilities for major databases. His
responsibilities include:

= Oracle Application DBA
= Database Modeling and Design (Logical/Physical)

Technical Environment: J2EE 1.4, IBM Websphere 6.x, Oracle 10g, Struts / Spring and
Hibernate open source framework for a J2EE web based application

ORACLE APPLICATION DBA AND JAVA DEVELOPER, NOKIA, 05/01 — 04/08

Responsibilities:

= Oracle Application DBA - Creating the user experience accomplished through writing the
functional requirements, information structure & flow, defining the objects, creating linkages
to existing information structures, and the leveraging of the meta-data available.

= Database Modeling and design (Logical/Physical)

= Creating security roles, triggers, indexes, triggers, packages(functions/procedures), users,
jobs, views(snapshots/dynamic), xdk api (XML)

= Java Developer — Providing UML artifacts, design and construct OO objects and services
using Struts MVC framework and web services APIs.

Technical Environment: J2EE 1.4 , BEA Weblogic 8.1.x & Oracle 9i (packages, procedure &
function), BEA Weblogic 6.1 Transaction Server , Netscape iPlanet, Web Server Struts
Framework J2EE web based app, UML/Rational Rose, XML (DOM,SAX); Sybase
PowerBuilder & DBMS

LEAD DEVELOPER, RELIANT ENERGY, 01/01 — 04/01

Responsibilities:
= PowerBuilder Developer. Implemented a out-of-box solution from Sun-Guard System.
Transition the energy application to handle Oracle PL/SQL from Sybase TSQL

MULTIPLE ROLES, TEXAS TECH UNIVERSITY, 07/99 — 12/00

Responsibilities:

= Team Lead, Application DBA, and Senior Developer: Coordinated design issues,
development timelines, testing procedures, and customer expectations for course
development, instructor assignment, grade reporting, instructor pay, accounting, student

May 14, 2013 — Presented to New Jersey Department of Community Affairs 7-205
© 2013 CGI Federal Inc All Rights Reserved



Cal

enrollment, registration, textbook and course materials purchasing, and lesson submission
and grading

Technical Environment: SilverStream 3.x Designer & Server, Java 1.1, MSL SQL 7, UML

New Jersey Department of Community Affairs
RFQ No.: RFQ776799S

TEAM LEAD, STATE AND LOCAL GOVERNMENT PROJECTS, 08/98 — 06/99

Responsibilities:
= Client/server applications to handle marriage, liquor, and driver license for
township/city/county and state level.

Technical Environment: Sybase PowerBuilder, IBMDB2 & Sybase SQL Anywhere

TEAM LEAD/DEVELOPER, DELOITTE & TOUCHE, 08/96 — 07/98

Responsibilities:
= The Global Advantage application was to provide an enterprise business solution for a full
range of complex administrative activities to serve companies for expatriate employees.

Technical Environment: UML Rational Rose 98, Sybase PowerBuilder 6.5, Sybase EA Server
(Jaguar), Oracle 7

PRIOR EMPLOYMENT EXPERIENCE

New Data Strategies Consultant, Delhi Gas (Koke Industry), 07/95 — 07/96

Technical Environment: Sybase PowerBuilder, Sybase System 10 & MSSQL, IBM DB2
Programmer Analyst, Grey Hound Bus Lines, 06/93 — 06/95

Technical Environment: Sybase PowerBuilder, Sybase 4.9 & System 10, Sun Solaris Unix

EDUCATION
= B.A., Information Systems, Baylor University, 1993
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7.11Peter Stubbs

EXPERIENCE
SNAPSHOT

INDUSTRY

BACKGROUND

= Environmental
Solutions

= State and Local
Government

SPECIALIZATION

= Environmental
Subject Matter
Expertise

=Project
Management

=Program
Management
(PMO)

= Business
Intelligence and
Data
Warehousing

= Requirements
and Design
Management

=Use Case
Methodology

=Process
Analysis and
Design

= Business
Case/Cost-
Benefit
Analvsis

Peter Stubbs is an experienced Director, currently serving as a
Delivery Lead for the State and Local Environmental Solutions Group
(ESG). He began working at CGI in June, 2000 as a Business Analyst.
Mr. Stubbs’ current role is to oversee all delivery operations for 10
clients and an overall team size of approximately 55 resources. Mr.
Stubbs is a skilled Project and Program Manager and with a wide
range of experience providing program, project, service delivery and
business development support. His area of specialization is
environmental solutions. Mr. Stubbs is also experienced in business
intelligence (BI) and data warehousing, having successfully planned
and led several large initiatives. In particular, Mr. Stubbs managed a
number of successful planning and analysis, business process analysis
and requirements efforts for Bl projects at various telecommunications
companies and within the Commonwealth of VA. Prior to coming to
CGl, Mr. Stubbs earned an MBA from Georgetown University, where
he successfully completed several strategic and financial consulting
projects with international telecommunications and software providers.

CGI EXPERIENCE

CGI EMPLOYEE, 06/05/00 - PRESENT

SECTOR LEAD, ENVIRONMENTAL SOLUTIONS GROUP,
10/07 - PRESENT

Responsibilities:

Mr. Stubbs serves as the Sector Lead for the Environmental Solutions
Group (State and Local sector). As such he is responsible for delivery
management and quality oversight to CGI’s state and local clients in
the environmental sector. Mr. Stubbs oversees the work of
approximately 55 resources and is responsible for human resource
functions for the group. Mr. Stubbs also manages 3 different product
families, where he is responsible for product direction and strategy. In
addition to these duties, Mr. Stubbs is responsible for financial
reporting for the group. In addition to his Sector Lead responsibilities,
Mr. Stubbs also participates in and manages direct delivery projects
where his expertise can add value.

As part of his Sector Lead responsibilities, Mr. Stubbs’ has provided oversight for SCROMERR
analysis and implementation efforts. Mr. Stubbs is also currently leading CGI’s efforts to
support the CROMERR Working Group, sponsored by Montana Department of Environmental

Quality.
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PROJECT MANAGER, MISSISSIPPI DEPARTMENT OF ENVIRONMENTAL
QUALITY, 01/10 - 06/11

Responsibilities:

Mr. Stubbs served as the Project Manager for CGI’s support of Mississippi Department of
Environmental Quality (MDEQ) data management systems. As such, Mr. Stubbs served as the
primary contact with the client and managed a team to support further implementation of CGI’s
TEMPO and RSP products, and establishment of data flows to the Federal EPA. Mr. Stubbs has
also facilitated a CROMERR analysis and implementation for MDEQ), leading to the
establishment of an enterprise approach for CROMERR compliance.

PROJECT MANAGER, TEXAS COMMISSION OF ENVIRONMENTAL QUALITY,
10/09 - 05/10

Responsibilities:

Mr. Stubbs led the effort to renew the Texas Commission on Environmental Quality’s (TCEQ)
Information Strategic Plan. This plan, which will govern TCEQ investment in information
technology for the next ten years, was accepted by the Commissioners. During the renewal of
the team Mr. Stubbs and his team conducted facilitated information gathering sessions with 25
different groups representing all programs in the Agency. In addition, Mr. Stubbs and his team
synthesized input from other key stakeholders, including members of the legislature and the
regulated community. The accepted plan is designed to transform use of information technology
at TCEQ in a manner that enables information to be leveraged as a strategic asset.

PROJECT MANAGER, LOUISIANA DEPARTMENT OF ENVIRONMENTAL
QUALITY, 11/08 — 06/09

Responsibilities:

Mr. Stubbs served as the Project Manager for the TEMPO Implementation and enhancement
efforts at Louisiana Department of Environmental Quality. As such, Mr. Stubbs managed a team
to provide software enhancements and bug fixes. Mr. Stubbs’ team also provided business
process and technical analysis for how TEMPO can be adopted to meet the needs of additional
business processes. Mr. Stubbs’ duties included establishing the timeline and detailed schedule
of activities for all work efforts, and managing those efforts to completion. He was the primary
point of contact for the client.

PROJECT MANAGER, MARYLAND DEPARTMENT OF ENVIRONMENT, 05/06 —
03/08

Responsibilities:

Mr. Stubbs served as the Project Manager for the TEMPO implementation at Maryland
Department of the Environment. TEMPO, an enterprise software solution for environmental
agencies is being implemented across 5 years. As PM, Mr. Stubbs was the key client contact
across all facets of the $6.4M effort. Mr. Stubbs negotiated and executed all necessary task
orders, and established work plans for the functional and technical teams. Mr. Stubbs also
directly managed the CGI team in completion of all tasks.
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PROJECT MANAGER, INDIANA DEPARTMENT OF ENVIRONMENTAL
MANAGEMENT, 09/07 — 02/08

Responsibilities:

Mr. Stubbs served as the project manager for the implementations of TEMPO and RSP at
Indiana Department of Environmental Management (IDEM). As such Mr. Stubbs oversaw the
completion of the software fit activities where his team provided a detailed analysis of IDEM
business processes and how TEMPO and RSP can support both existing and newly envisioned
activities. Ultimately the team delivered an analysis that showed all necessary software
modifications and their associated costs for the 4 year implementation.

PROJECT MANAGER, COMMONWEALTH OF VIRGINIA, 02/05 — 04/06

Responsibilities:

Mr. Stubbs served as the Project Manager for the Business Intelligence project as part of the
Virginia Enterprise Architecture Program (VEAP). VEAP is a multi-year program established to
transform the business processes and related technological infrastructure across the
Commonwealth of Virginia. Mr. Stubbs joined the team during capture management activities
and crafted a vision for use of enterprise wide Bl as a means to enhance decision making at the
highest levels of the state. Mr. Stubbs” work was an integral part of the successful proposal,
leading to Mr. Stubbs appointment as Project Manager for the Bl efforts. While full
implementation of the BI project has now been delayed, Mr. Stubbs successfully established a
vision and plans for implementation.

PROJECT MANAGER, VIRGINIA DEPARTMENT OF ENVIRONMENTAL
QUALITY, 10/05 — 02/06

Responsibilities:

Mr. Stubbs led sales cycle activities and served as the Project Manager for a Business
Intelligence Strategy Assessment at the Virginia Department of Environmental Quality (DEQ).
This project involved establishing a vision for how DEQ can improve its operational procedures
through more effective use of information. This effort included gathering both functional and
technical requirements for a data warehouse for the organization. As Project Manager, Mr.
Stubbs led the CGI team through all activities, and served as the primary point of contact with
the client. Mr. Stubbs also negotiated software contracts with multiple vendors on behalf of
DEQ. At the conclusion of the project, Mr. Stubbs and his team provided a Bl Strategy
document, including functional and technical requirements as well as a Roadmap highlighting
viable implementation details.

BUSINESS DEVELOPER, CGI - INTERNAL, 03/05 - 10/05

Responsibilities:

Concurrently with other duties, Mr. Stubbs worked on an internal initiative with the Director of
the Business Intelligence Service Line to develop and document the group’s methodology,
processes and other collateral. Mr. Stubbs role included leading the definition of discrete
offerings, and the creation of detailed information about the service line’s offerings and
capabilities.
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PROJECT MANAGER, BELLSOUTH, 10/03 — 01/05

Responsibilities:

Mr. Stubbs served as the Project Manager at BellSouth Long Distance to analyze the need for an
enterprise data warehouse. In this role, Mr. Stubbs led a team of 7 analysts and developers
through the planning, analysis and requirements for the warehouse. The initial effort involved
building consensus with various levels of the client organization on the need for the warehouse,
including the Chief Information Officer. Key deliverables included a Conceptual Vision for the
warehouse, an Enterprise Data Model and detailed Requirements for the initial phase of the
effort. At the conclusion of the planning and analysis phase, Mr. Stubbs continued to lead a team
responsible for on-going source data analysis, tactical reporting solutions, and development of
detailed report design for the post data warehouse landscape. In this phase of the project, Mr.
Stubbs was integral to the success of the warehouse development team by leveraging his team’s
knowledge of the source data, existing business processes and technical requirements towards
the effort. Mr. Stubbs also served as the primary issue and risk manager and as the key client
contact to all levels of the organization. Finally Mr. Stubbs planned and executed the
deployment of the warehouse, including UAT, development of end-user job aids and training.
At the conclusion of this effort, the warehouse was successfully deployed.

SENIOR BUSINESS ANALYST, BELLSOUTH, 06/03 — 10/03

Responsibilities:

Mr. Stubbs served as a Senior Business Analyst to assess the processes and data flows of the
Long Distance organization of an RBOC. Project SCUBA was charged with analyzing the data
and environment, and providing BSLD tactical and strategic recommendations for improvement.
The project resulted in a series of recommendations that were implemented, costing
approximately $8 million in IT related improvements. Mr. Stubbs went on to lead the data
warehouse efforts that were recommended during this assessment (as detailed above).

PROJECT MANAGER, VERIZON, 01/03 — 06/03

Responsibilities:

Mr. Stubbs was the Project Manager for a team that analyzed the need for and collected
requirements for a Customer Hierarchy Management Tool in the business services group at
Verizon. In this role, Mr. Stubbs personally facilitated a large requirements gathering and JAD
session. He then managed the team through the creation of a requirements document, a
Roadmap showing phased delivery and a more detailed Systems Requirement Specification
(SRS) for the initial phase.

SENIOR BUSINESS ANALYST, VERIZON, 09/02 — 01/03

Responsibilities:

Mr. Stubbs served as a Senior Business Analyst during the planning phase for a data warehouse
at Verizon. Specifically, Mr. Stubbs interviewed key organizational personnel to contribute to a
data warehouse Roadmap, and requirements document for the warehouse. Mr. Stubbs also co-
facilitated various JAD session during this effort.
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PRODUCT MANAGER, CGI - INTERNAL, 06/02 — 08/02

Responsibilities:

Mr. Stubbs served as a Product Manager to develop a business plan and launch a new product
suite designed for the Media, Entertainment and Broadband market sector. A core component of
this strategy involved development of an end-to-end Enterprise Content Management (ECM)
solution, utilizing a combination of partner technologies and internally developed products. Mr.
Stubbs’ responsibilities included partner management, creation of a “Go-To-Market” strategy
and related marketing collateral for the offering and project management of the internal
development team. In addition, Mr. Stubbs selected and managed a delivery staff of twelve
through an ECM immersion-training program.

BUSINESS ANALYST, VERIZON, 11/01 - 05/02

Responsibilities:

Mr. Stubbs designed program management processes for effective governance of a multi-faceted
information systems improvement project at a Verizon. Mr. Stubbs also designed training
materials based on these processes and oversaw their initial implementation. Mr. Stubbs also
served as the initial Issue and Risk Manager for the program.

LEAD BUSINESS ANALYST, QUEST COMMUNICATIONS, 08/01 - 10/01

Responsibilities:

Working in conjunction with an organization design specialist at Quest, Mr. Stubbs redesigned
the corporate software development processes. The goal of the effort was to accelerate cycle
times by moving from a standard multi-phase waterfall methodology to one that leverages agile
components, enabling rapid and iterative development. After acceptance of the new process, Mr.
Stubbs supported the implementation across the department, numbering several hundred
resources. The new process enabled measureable improvement in software development cycle
time.

LEAD BUSINESS ANALYST, QUEST COMMUNICATIONS, 04/01 - 08/01

Responsibilities:

Mr. Stubbs served as a Lead Business Analyst in the Metrics Organization of the E-Commerce
PMO for Quest Communications. In this role, Mr. Stubbs provided analysis for a variety of
weekly and monthly Executive Reports, including the IT Balanced Scorecard that was prepared
for the CIO and a variety of reporting Dashboards. Mr. Stubbs also developed a comprehensive
communications plan for the IT Organization. Finally, Mr. Stubbs conducted an organizational
assessment for the Director of the PMO. This project resulted in a set of recommendations for
organizational improvement.

BUSINESS ANALYST, UUNET, 10/00 - 03/01

Responsibilities:

Mr. Stubbs worked as a Business Analyst on a requirements definition phase of an e-commerce
project for a UUNET, a subsidiary of MCI. Specifically, employing Use Case Methodology, Mr.
Stubbs defined requirements for the proposed e-billing engine as well as a proposed capacity
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utilization measurement tool. Deliverables for this project included business scenarios, use cases
and process maps. In addition, Mr. Stubbs assumed PMO responsibilities, working to establish
program management processes and procedures for the next phase of the effort.
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DEPUTY ENGAGEMENT MANAGER, VERIZON, 06/00 — 10/00

Responsibilities:

Mr. Stubbs functioned as Deputy Engagement Manager for a data assurance project with the
Marketing Systems for Long Distance (MSLD) for Verizon. In this role, Mr. Stubbs' primary
responsibility was to manage client expectations and facilitate client-facing communications.
Mr. Stubbs also implemented several initiatives to streamline internal processes and improve
communication.

PRIOR EMPLOYMENT EXPERIENCE
Lead Analyst, Lost Wax E-Commerce, 10/99 — 03/00

EDUCATION

= B.Sc., Political Science, Guilford College, 1989
= MBA, Operations and Marketing, Georgetown University, 2000
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Implementation

= SAP Project
Planning and
Financial Tools

BACKGROUND
EXPERIENCE _ . . .
SNAPSHOT With more than 25 years of management experience in the Information
Technology, Quality Assurance, Healthcare and Non Profit industries,
INDUSTRY Ms Long has a wide range of experience. She has provided project
management, quality assurance/control services and service delivery to
" State state, federal, non-profit and retail financial customers. Ms Long has
Covermment experience developing, documenting, modifying, testing and
= Collections implementing project quality assurance and testing plans. She has
= Federal been responsible for securing and administering state and federal
Government healthcare funding contracts including the responsibility for
el compliance with regulations of federal and state funding sources.
= Non-Profit CGI EXPERIENCE
[FernEEl CGI EMPLOYEE, 08/08/05 - PRESENT
SPECIALIZATION
. SDLC PMO, STATE OF LOUISIANA, OFFICE OF COMMUNITY
it DEVELOPMENT, DISASTER RECOVERY UNIT, 12/12 -
PRESENT
= Testing o
- Quality Respon5|b|I|t|_es_:. o
Assurance PMO responsibilities include: Change Managem_ent Proc_ess, Weel_<ly
[V and monthly Program Status Reports, Core Service Provider metrics
reports, invoice preparation for multiple service lines, and performing
and Best program vendor invoice reviews.
Practices
= Six Sigma TEST MANAGER, STATE OF FLORIDA, DEPARTMENT OF
Process CHILDREN AND FAMILIES, 07/12 - 11/12

Responsibilities:

= Responsible for planning and supervision of the System Testing
related activities for the State of Florida Safe Families Network
(FSFN) Hotline Transformation project.

= Supported the successful development and management of software validation activities and
resources to provide integration, system, and regression testing and assist with user
acceptance testing.

= Developed test strategy, plan, ensured requirement coverage and provides daily test team
progress and results.

TEST LEAD, STATE OF LOUISIANA, DEPARTMENT OF CHILDREN AND FAMILY
SERVICES, 04/11 - 07/12

Responsibilities:
= Responsible for providing planning and supervision for the System Testing related activities
for the CAFE (Common Application Front End) applications supporting the successful
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development and management of software verification and validation plans, activities and
resources for integration, system, and regression testing.

= Responsible for assisting the State with their user acceptance testing for Release 1.

= Developed the testing strategy, System Test Plan, and ensured requirement coverage for the
Customer and Worker Portal applications in Rational Quality Manager.

= Developed a statistical model to provide System Test progress and results; led multiple
training classes for DCFS staff related to various Rational products including RQM, CQ and
RequisitePro including the creation of user guides for each; provided ongoing support related
to the Rational products.

= Represented the prime contractor in various client meetings and one-on-one sessions with the
client.

TEST ANALYST, AT&T SMALL BUSINESS SOLUTIONS, 01/11 - 04/11

Responsibilities:
= Responsible for testing coordination, planning, and execution of AT&T Small Business
applications.

DEPUTY PROJECT MANAGER, USAA COLLECTIONS, 09/10 - 12/10

Responsibilities:
= Responsible for providing direction relative to CGI best practices in program management,
processes and procedures and related documentation to the Project Manager.

= Responsible for coordination of all project deliverables, including weekly financials and
transportation, and daily test team activities for approximately 30 positions.

= Provided accurate and timely ad hoc reporting to both the client and CGI management on a
daily basis.

= Provide PMO support during daily executive meetings with the client.

TEST LEAD, LOUISIANA OFFICE OF COMMUNITY DEVELOPMENT, DISASTER
RECOVERY UNIT, 04/10 - 08/10

Responsibilities:
= Proactively partnered with the client to accurately capture requirements, confirm designs and
efficiently conduct testing activities in an abbreviated timeframe.

= Responsible for the test management of the customized Metastorm application to support
HMGP.

= Utilized Mercury Quality Center for defect management and reporting.

= Provided management dashboards at multiple daily intervals.

= Served as the primary liaison between the DBAS, developers and test staff.

= Provided coordination of deployments to multiple test environments and production.
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CONSULTANT, QUALITY ASSURANCE OFFICE, DEPARTMENT OF SOCIAL
SERVICES, INFORMATION SERVICES, STATE OF LOUISIANA, 08/05 — 04/10

Responsibilities:

= Responsible for completion and submission of all quality assurance contract deliverables.

= Responsible for supporting the client in the development and implementation of a defined
Quality Assurance process and System Development Lifecycle (SDLC) for utilization on the
State’s mainframe and web systems.

= Responsible for developing and enhancing the QAO development and execution
methodology.

= Responsible for leading all releases associated with the SDLC build out and developing these
solutions through the utilization of CMMI, Industry Standards and Best Practices to
formulate well thought out solutions that supported the defined Success Criteria of the QAOQ.

= Responsible for leading the training and staff support efforts associated with the
implementation of the SDLC methodology.

= Due to testing expertise and experience, she was assigned to four testing efforts, the largest
being a development effort related to disaster declaration to assist in the development and
testing of a web system to streamline the application process for emergency food stamp
eligibility.

PRIOR EMPLOYMENT EXPERIENCE

Deputy Project Manager, Quality Assurance Manager, Office of the Attorney General, State of
Texas, Northrop Grumman, 08/00 — 08/05

= Interacted with the State of Texas client to control and manage communications regarding
Quality Assurance, deliverables, priorities and customer satisfaction.

= Responsible for all areas of management for staff performing Quality Assurance and Call
Center functions and acted as the Project Manager in his absence.

= Initiated, recommended, and provided solutions to ensure adequate controls throughout all
areas of performance within the life cycle of the TX ENHR CFM project to include
identifying and acquiring the software.

= Responsible for the development of the definition, creation, implementation and compliance
monitoring of the Call Center and Quality Assurance activities and related reporting.

= Assisted in the analysis, development and testing of custom software applications.

= Responsible for creating presentations, written documents and ad hoc reports for clients and
senior management.

Manager, Financial Operations/Program Control, Army Research Institute, State of
Alabama Child Support, Texas Teachers Retirement System, Texas Education Association,
Northrop Grumman, 09/95 — 07/00

= Responsible for providing financial analysis and budget performance reporting for multiple
Federal and State contracts ranging in value from $500,000 to $15,000,000.
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= Analyzed project expenditure trends, report variances and identified potential issues that may
have a negative revenue impact, preparing, documenting and communicating financial
forecasts and results to senior management reacting quickly with accurate financial details.

= Utilized SAP to prepare financial proposals for State and Federal government contracts.

= Responsible for providing area managers with direction regarding cost issues, compensation,
personnel management issues, progressive discipline, legal and ethical issues, and all other
corporate policies and procedures.

New Jersey Department of Community Affairs
RFQ No.: RFQ776799S

Vice President Marketing, Director of Wintergreen Healthcare Facility, Goodwill
Industries, 02/92 — 09/94

Senior Sales Representative, NTS Securities, 05/91 — 02/92
Vice President, Hilliard, Lyons, Inc., 05/85 — 02/91
Stockbroker, Stifel, Nicolaus & Co., 05/81 — 05/85
EDUCATION

= Psychology, University of Louisville, 1979 — 1980
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7.13Gayland Shotton

EXPERIENCE
SNAPSHOT

INDUSTRY

BACKGROUND

= Federal
Government

= State
Government

= Telecommunicat
ions

= Media &
Communications

SPECIALIZATION

Mr. Shotton has over 20 years experience in the fields of computer
hardware, data communications, data modeling, database
administration, and application/database performance tuning. His
duties have ranged from network design, terminal and computer
hardware repair, RDBMS database design and administration, and
application/database performance tuning and testing. Mr. Shotton has
had major roles in the design and installation of local and wide area
networks, data conversion, database design and administration, data
modeling tasks, and configuring performance test environments. Mr.
Shotton has had duties of Team Leader for data communication,
microcomputer, database design and administration, and data
modeling teams.

CGI EXPERIENCE

= Business-to-
Business
Solution Design

= Business-to-
Consumer
Solution Design

CGI EMPLOYEE, 12/01/87 - PRESENT

TEAM LEAD, LOUISIANA ROAD HOME, 02/09 - PRESENT

Responsibilities:

Mr. Shotton serves as the Team Lead for the Data Warehouse team.
Mr. Shotton manages a group of Oracle and MicroSoft SQL DBAs.
The team is responsible for the development and production support

of the databases for the Road Home project. This role includes being part of the management
team that manages the OCD/DRU IT operations. The Data Warehouse team is responsible for 6
production Oracle 11.2 servers, and over 180 MicroSoft SQL databases using SQL 2008 and

SQL 2005.

ORACLE DBA, COMCAST, 12/07 - 01/09

Responsibilities:

Mr. Shotton served as the Oracle DBA for the Development and Production Support teams. This
role included being part of the Installation team that deploys the Caller 1D application to new
Comcast sites. Mr. Shotton was also responsible for performance testing and implementing a
new strategy for call logging within the Oracle database. This application is located in 12 sites
across the US with all sites connected to one Oracle database residing on an Oracle cluster using

Oracle 10.2 RAC software.

SENIOR DBA, AT&T, 05/07 — 11/07

Responsibilities:

Phase 1 of this project was the port of the AT&T ECBR system from a Sybase database to an
Oracle database. Mr. Shotton served as a Senior DBA responsible for porting the actual database

May 14, 2013 — Presented to New Jersey Department of Community Affairs 7-217

© 2013 CGI Federal Inc All Rights Reserved



C G I New Jersey Department of Community Affairs

RFQ No.: RFQ776799S

objects. This included the design, coding, and unit testing. Mr. Shotton was also responsible for
proving support to the rest of the Development team for database issues, as well as providing
guidance and expertise in the use of the Oracle DBMS product. At the conclusion of the code
and unit test of phase I, Mr. Shotton started the design and coding of phase Il of the project
which integrated the South East CBR mainframe input feeds into the ECBR application.

DATABASE/OPS TEAM LEAD, BELLSOUTH, 05/04 — 05/07

Responsibilities:

This project was a development of a new functionality of the CBR application. Mr. Shotton
served as the Database/OPS Team Lead. In addition to his Team Lead responsibilities, Mr.
Shotton served as the Senior DBA on the CBR project, responsible for producing the database
and operational process flow detailed designs. This role also included providing DBA support
for the Development and Testing team databases. Mr. Shotton was a valued member of the
Project Leadership team. In this role he participated in weekly meetings to track project status
and to manage project issues and risks.

DATABASE TURNING CONSULTANT, BELLSOUTH, 03/04 — 05/04

Responsibilities:

As a Database Tuning Consultant, Mr. Shotton was responsible for analyzing the Oracle
database layout for storing call records in the data warehouse and making recommendations for
improving database performance for nightly processing of these records. The recommendations
included changes in the portioning scheme for storing the data and process flow for processing
the records.

INFRASTRUCTURE SUPPORT TEAM MEMBER, BELLSOUTH, 03/02 — 01/04

Responsibilities:

As an Infrastructure Support Team member, Mr. Shotton was responsible for production support
issues pertaining to application performance and functionality and database performance and
functionality. In the roll of Lead DBA, duties included development and testing environment
support, as well as the UNE 319 production environment. During this engagement, Mr. Shotton
played a lead role in upgrading the Tapestry application from version 3.2 to 5.1. Mr. Shotton
consulted on creating change requests for the Tapestry solution that pertained to performance.

TEAM MEMBER, TAPESTRY PRODUCT GROUP, 02/00 — 03/02

Responsibilities:

As a member of the Tapestry Performance team, Mr. Shotton was responsible for environment
design and setup for the Tapestry performance environment. This included the hardware and
software environments, installation, and configuration. Mr. Shotton was also responsible for
conducting and completing performance testing for the 3.0, 3.1, and 3.2 versions of Tapestry.
Mr. Shotton also played a major role in the planning and coordination of the Tapestry
performance testing done at Sun Laboratories in May of 2001.
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SUPPORT TEAM MEMBER, ARCOR TAPESTRY ENGAGEMENT, 06/99 — 02/00

Responsibilities:

As a member of an Installation and Production Support team, Mr. Shotton played a lead role in
installing and supporting the batch (Rating and Billing) components of the Tapestry system for
The ARCOR-Tapestry project. This included the database and application installation and
hardware environment setup. After installation, Mr. Shotton played a lead role in production
support for these applications including training client personnel for production support.

DBA TEAM LEAD, ARCOR TAPESTRY ENGAGEMENT, 07/97 — 06/99

Responsibilities:

As the DBA Team Lead, Mr. Shotton had the responsibilities for design of the database for the
Tapestry application. These duties included overseeing a team of four people that reviewed the
application detailed designs and object models and then created an Oracle database to store the
persistent data. In addition, several standards and procedures documents were produced in the
areas of change management, naming and DDL coding standards, and database backup and
recovery.

DBA TEAM MEMBER, AIRTOUCH SUPPORT ENGAGEMENT, 05/97 — 07/97

Responsibilities:

As a member of the DBA team for the Airtouch client, Mr. Shotton was responsible for routine
maintenance and support of the Startouch and SAMS Sybase databases. During this time, Mr.
Shotton was responsible for implementing a performance redesign of the production Startouch
database located in the Los Angeles office.

DBA, AIRTEL SUPPORT ENGAGEMENT, 03/97 — 05/97

Responsibilities:

As a Sybase DBA, Mr. Shotton had the responsibilities of designing a database to handle the raw
call information for the AirTel client in Spain. Mr. Shotton was part of a team that was
designing this feature as an enhancement to the Spectrum 2000 platform.

TECHNICAL SUPPORT TEAM LEAD, PNI/PHASE2 ENGAGEMENT, 05/96 — 03/97

Responsibilities:

As the Technical Support Team Lead for the PNI/PHASE?2 project, Mr. Shotton had the
responsibilities for overseeing the tasks of Unix and VAX system administration, Lotus Notes
support, software migration, and Sybase database administration. As well as the duties of team
leader, Mr. Shotton performed the daily technical duties of a DBA.

DATABASE ADMINISTRATION TEAM LEAD, PHH REAL ESTATE ENGAGEMENT,
11/94 — 05/96

Responsibilities:

May 14, 2013 — Presented to New Jersey Department of Community Affairs 7-219
© 2013 CGI Federal Inc All Rights Reserved



C G I New Jersey Department of Community Affairs

RFQ No.: RFQ776799S

As the Database Administration Team Lead, Mr. Shotton had the responsibility of installing and
maintaining the Sybase databases for the development and system test environments within the
PHH project. Mr. Shotton performed many of the daily technical duties involved in this task.
These databases were installed on a combination of Unix and Windows NT operating systems.
In addition, Mr. Shotton performed the operating system administration of these systems.

Mr. Shotton played a major role in working with the client to ensure the client network and user
environment would handle the new business system. These duties included working with the
client to measure and monitor local and wide area network traffic to ensure there was adequate
bandwidth to handle the new system. Mr. Shotton also played a role in making
recommendations for improvements in desktop PC’s, network environment, and servers.

DATA COMMUNICATION SPECIALIST, ROYAL MANAGEMENT PROJECT, 12/87 -
11/94

Responsibilities:

As a Data Communication Specialist Mr. Shotton had the task of designing an intranet network
that would connect MMS, RMP to the Department of Interiors intranet network. This included
connections to all the RMP sites, as well as all state offices and Indian tribe sites that the RMP
serviced. This design incorporated a Frame Relay network providing multiple services using
TCP/IP and IPX protocols. One of the tasks involved was to investigate and evaluate wide area
network management tools. This design was used as the main provider of services for the
Minerals Management Service.

PRIOR EMPLOYMENT EXPERIENCE

Hardware Specialist, International Business Services, 10/84 — 12/87

As Hardware Specialist, Mr. Shotton was responsible for installing, troubleshooting, and
repairing data terminals and personal computers. Also, Mr. Shotton was responsible for
developing, installing, and maintaining communication networks for DEC VAX mini-computers.
Tasks included anticipating user requirements and reconfiguring the networks to meet these
needs within budget constraints.

Mr. Shotton also assembled a Hardware Reference Manual containing all computer, computer
peripherals, and other related hardware equipment used by the operations and production control
staff. The manual contained all pertinent information needed to care for and operate the
equipment. Mr. Shotton was also responsible for all hardware training of the staff.

Senior Field Engineer, Burroughs Corporation, 07/76 — 10/84

As Senior Field Engineer, Mr. Shotton was responsible for managing a territory from a resident
point. The duties included pre-site planning and pre-site inspections of new client computer
sites, as well as the installation and maintenance of the computer equipment.

EDUCATION

= Associate of Science, Electronics Technology, Kansas Technical Institute, 1975
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8. Appendix D —Sample Plans

8.1 Appendix D.1 - Sample Backup Plan
Please see Volume | — SIROMS Technical Proposal - Appendix D 1 - Sample Backup Plan.pdf.

8.2 Appendix D.2 - Sample Contingency Plan

Please see Volume | — SIROMS Technical Proposal - Appendix D 2 - Sample Contingency
Plan.pdf.

8.3 Appendix D.3 - Sample Disaster Recovery Plan

Please see Volume | — SIROMS Technical Proposal - Appendix D 3 - Sample Disaster Recovery
Plan.pdf.

8.4 Appendix D.4 - Sample Performance Management Plan

Please see Volume | — SIROMS Technical Proposal - Appendix D 4 - Sample Performance
Management Plan.pdf.

8.5 Appendix D.5 - Sample Record Retention Plan

Please see Volume | — SIROMS Technical Proposal - Appendix D 5 - Sample Record Retention
Plan.pdf.

8.6 Appendix D.6 - Sample Security Plan
Please see Volume | — SIROMS Technical Proposal - Appendix D 6 - Sample Security Plan.pdf.

8.7 Appendix D.7 - Sample Software Upgrade Plan

Please see Volume | — SIROMS Technical Proposal - Appendix D 7 - Sample Software Upgrade
Plan.pdf.

8.8 Appendix D.8 - Sample System Support Plan Help Desk

Please see Volume | — SIROMS Technical Proposal - Appendix D 8 - Sample System Support
Plan Help Desk.pdf

8.9 Appendix D.9 - Sample Training Plan
Please see Volume | — SIROMS Technical Proposal - Appendix D 9 - Sample Training Plan.pdf
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Back-up Requirements Form

Backup Pool: CGI Federal Backup Pool

Frequency of Backups: The frequency of backups and offsite retention requirements are as follows:
Daily Incremental Backup — Incremental backups run Monday through Friday evenings. Copies of daily
tapes are sent offsite and retained for 14 days.

= Weekly Full Archives — Not performed. (weekly backups are addressed leveraging TSM architecture)

®  Monthly Full Archives — Month end Archives are performed on the first Sunday after the 4th calendar day
of each month, to capture prior month close. Month end tapes are retained for 12 months.

®  Annual Archive —The CGI Federal GSA Service Delivery Manager will be responsible for opening a
remedy ticket to request the backup. In order to produce the backup set, a full Annual Archive set, the full
server will be backed up. All specified excludes will be ignored thereby creating a full application image
backup set of each production server, to facilitate the recovery of data, application and server environments
necessary to restore/view annual archive data and run reports against the data as necessary. Attached to
the Remedy ticket will be:

= The current version of the server build books and run books
= The version of the GSA DR Plan documents current as of the backup
» Software data keys necessary to perform full restore of equipment, assuming different hardware

= Table of necessary permissions to provide account team and support team access to
servers/application. Since the premise of an Annual Archive restore is an audit, Active Directory will not
be included with the backup set. Permissions will be added as needed by the restore team.

= The current version of the application (Momentum) build books current as of the backup
= TSM application backup client code on CD, version used to produce backup
» If necessary, list of all encryption keys for the environment

= Production of the offsite tape copy for Annual Archive will be produced using the TSM tape to tape
feature using TSM Rapid Recovery The Tape to Tape copy will be processed with low system priority
S0 as to not impair the daily offsite backup schedule. Running in low priority mode, completion of the
Tape to Tape copy may occur over the course of two weeks time.

= The SunGard hardware recovery schedule will need to be maintained for all equipment configurations
necessary to support the restore, in the event production hardware configurations change. For
example, if a server is migrated from Wintel to UNIX, both configurations must be maintained on the
recovery schedule.

= Year end processing backups are retained for 7 years.

Other:
" None

Archival Storage — Archival storage locations must be at facility that complies with standards developed by the
National Archives and Records Administration (NARA).

not unique to the machine that created the data). When a portion of the data stored on a medium must be
encrypted, it is recommended that the entire server backup set be encrypted.

® Rapid Recovery creates a virtual full backup (or client archive) from data already stored at the IBM Tivoli
Storage Manager server. In execution the Annual Archive data copy is sent to another tape set which creates a
full backup tape from existing tapes without actually accessing the server. Besides a full copy of information
from a given point in time, the archive tapes also contain all necessary inventory information to perform a
restore without interacting with the TSM database. The TSM client also can read the instant archive media
directly, which means that in case of a disaster, or in remote areas without sufficient bandwidth to transmit a full
restore over a network, the instant archive media can be removed from the TSM server and mounted directly to
the client machine. This enables a rapid full restore without any interaction with the TSM server or the network.
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REVISION HISTORY

Version

Description

Version 1.0 2009-06-10 David DeCarlo / Initial Version
Dave Johnson /
Hisham Cheikali
Version 2.0 2009-06-26 David DeCarlo / Completed based on meeting with
Dave Johnson /
Hisham Cheikali
Version 3.0 | 2009-06-30 | Dave Johnson Incorporated feedback from __
Version 4.0 2009-07-07 Dave Johnson Verbiage and date revision
Version 4.1 2010-01-31 Mike Wilson Updating of contacts and addition of eGrants
related verbiage
Version 5.1 2010-04-26 Mike Wilson Revised Recovery Priorities chart and 5.0
merge.
Version 5.2 2011-01-30 Dave DeCarlo Updates to reflect changes to the
environment
Version5.3 2012-08 Dave DeCarlo Updates for 2012
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1 OVERVIEW

1.1 GOALS

This document details the resources, actions, tasks and locations of data required to
manage the business recovery process of the IT systems in the event of a
business interruption due to a catastrophe. This includes the organizational structure,
roles, responsibilities, and key recovery activities of the Disaster Recovery Plan (DRP).

The goals of this DRP are to:
Minimize the impact and duration of a serious disruption;
Commence timely response to a disaster;
Facilitate effective coordination of recovery tasks;

Provide procedures and a listing of resources needed to recover critical business
functions;

Identify those vendors or business partners requiring notification of a disaster
due to their necessary involvement with recovery;

Ensure that || l] '™ systems are up within the specified Recovery Time
Objective (RTO).

Document the storage, safeguarding and retrieval procedures for vital records;
and

Identify areas of the business where a communications strategy will be needed to
keep stakeholders and customers informed of recovery progress and to
safeguard the reputation and legal liability of our organization.

1.2 SCOPE

The DRP Plans highlight the CGI and VENYU provided services in support of the [

/I (/I <o.ion at

The VENYU Data Center located on ||| G -
houses the || ll Prooram JIRA, HDS Systems, The Data Warehouse
Storage Area Network, Network Operations Center,(NOC);

Present Faiover site located a: [
The following are out of scope for this DRP:

Routine Maintenance - Scheduled downtime or cutover periods are not
encompassed by this plan;
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Business Resumption — The return to normal service would involve a separate
planning activity between CGI and [ / JJ] at the time of the disaster;

Business Resumption — The staff required to deliver the ||jjJij 17 systems
failover services;

Business Resumption — Activation of the Continuity Of Operations Plan (COOP) /
Continuity Of Governance Plan (COG); and

1.3 PLANNING ASSUMPTIONS

The DRP has been developed for implementation in the event of a disaster that renders
the hardware, software and network components for the systems hosted at VENYU
Production Data Center located on inoperable. The
systems technical administrative support is conducted remotely from the

by CGI and locally by VENYU staff. If the production environment in
the current VENYU Data Center hosting || jjJlj '™ systems is deemed inoperable for
longer than the permitted recovery time objective and a disaster is not declared, the
event will then be considered a Service Desk incident or outage but may still be subject
to the procedures outlined in the plan.

The planning assumptions adopted in creation of this plan are as follows:

Execution of the IT Disaster Recovery Plan (ITDRP) will start within the first
48 hours of any incident occurring that can potentially impair the normal
operations of the [ lj 1T systems and technical services;

Some staff members may be unavailable at the time of the disaster, but
during the recovery, key personnel and various disaster recovery teams
will be available to assist in recovery;

/ will have their own Business Continuity Management / COOP /
COG framework (of which this plan is part of) and will work with
subcontractors and staff to mitigate the effects of a disaster under their
guardianship;

Taken into consideration that the Program is deemed a non-
essential service to the state o there will be a temporary
suspension of Service Level Agreements in the event a state declares a
crisis; system recovery time is identified by the CMT;

If the VENYU Data Center located on #
housing the O CD IT Services Infrastructure and Systems IS
rendered unusable, those systems will failover to *

q IT systems will be hosted from the specified DR site until the
primary data Center is restored. Once the facility is restored, the

IT Disaster Recovery Plan is designed to recover from this
scenario or any incident less severe than this;

The
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No additional software licenses will be required;

External organizations such as clients, suppliers and other stakeholders will
be available and accessible during the business recovery period,;

At least one form of telephone communication is available (e.g. cellular, land-
line or pager);

Off-site storage locations for critical back-up files and information are intact
and accessible; and

National disasters and Acts of War (or coup d’état) are beyond the scope of
this plan.
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3 ROLES AND RESPONSIBILTIES

The [ state [ conforms to state and federal security directives; the National
Institute of Standards and Technology (NIST) standards; and CGI Enterprise-wide Business
Continuity Planning (BCP) Program best practices. The* has evolved a modified
“Incident Command System” to manage a crisis within their sphere of operations. This system is
a combination of facilities, equipment, personnel, procedures and communications operating
within a common organizational structure with responsibility for the management of assigned
resources to effectively direct and control the response to a severe incident.

There is a designated [Jj 1T Operations Coordinator (the Program [ IT
Director); a CGlI IT Operations Manager; and designated Recovery Team Leaders and
Recovery Team Members. Each identified resource and their alternates have an important part
to play in ensuring that || ilj ' Services is in a position to recover from any incident,
regardless of its severity.

The figure below defines the structure of the Disaster Recovery Organization for the |||l
applications and services.
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Name Role Alternate Contact EMAIL address
Information
] Crisis Management | [N | N
Team Chair
BN | ccPicoor TED I
Coordinator
— T operations | [ | I
Coordinator
— Communications I
Function ]
L R I |
Coordinator I

3.4 EXTENDED CRISIS MANAGEMENT TEAM

The extended crisis management team is comprised of individuals from the recovery teams that
are requested to attend the CMT gatherings as subject matter experts to provide recovery
advice.

.5 RECOVERY TEAMS

Recovery Teams report to the CGI IT Operations Manager ). Team members
come from the various work groups and are subject matter experts within their respective areas
of responsibility. These pre-selected individuals are trained to perform their individual
responsibilities in case of a crisis and are familiar with the contents of this DRP. Over and
above the execution of their DR plan, the recovery teams are charged with the responsibility of
creating, periodically testing and updating (maintenance) of their respective plans. In times of
crisis, the recovery teams report to and receive direction from the CGI IT Operations Manager.

‘

All teams are lead by a Disaster Recovery Team Lead with a designated alternate. The primary
responsibility of the Team Leader is to provide leadership of the disaster recovery team and
coordinate support for the recovery effort. Responsibilities include:

Contact their recovery team(s) members;

Communicate the needs and priorities;

Follow up on the recovery activities and manage the situation(s);
Serve the CMT as an important decision-making resource; and

Communicate with the CGI IT Operations Manager the status of recovery efforts.

Roles and responsibilities are detailed in
Appendix A — Recovery Team Lead Responsibilities.
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Remind all team members to carry photo identification with them at all times and be
prepared to show it to security or local authorities; and

Instruct everyone notified not to make any statements to the media.

During notifications of an alert or declared disaster, this procedure will be used to alert all
personnel.

4.3 DAMAGE ASSESSMENT

Damage assessment is the process of assessing damage, following a disaster, to computer
hardware, vital records, office facilities, etc. and determining what can be salvaged or restored
and what must be replaced.

Recovery Teams will be tasked by the CGI IT Operations Manager to take part in assessing the
damage and report back the findings to the local Command Center. The purpose of this activity
is to give the IT Operations Coordinator and the State CMT the information that is needed
to determine which measures must be taken.

Damage reporting provides the valuable information for an emergency response and assists in
the mobilization of resources required to assist in the response and recovery phase of an
emergency. It is incumbent upon the damage assessment teams to provide this factual
information, in a timely manner that will allow the CMT to consider options and render
appropriate direction for recovery efforts.

Based on the results of the damage assessment (survey), a report will be prepared for the CMT
by conducting a systematic analysis (based upon actual observation and inspection) of the
nature and extent of the damage and making proposals for remedying the damage.

An overview of the damage at the VENYU Data Center;

An assessment of the time required to clean, repair or replace the damaged
equipment (restoration time); and

Any supporting material documenting or depicting the extent of the disaster,
including photographs or film.

Damage Assessment forms and the State Situation Report are found in
APPENDIX F — DAMAGE and SITUATION REPORTS TEMPLATE

4.4 RECOMMENDATION PROCESS

Problem assessment is an iterative and evaluative process of decision making that will
determine the nature of the issue to be addressed and a severity assessment will be made at
the outset of a crisis. Factors to be considered include the size of the problem, its potential for
escalation, and the possible impact of the situation.

The following criteria for assisting in determining the correct recommendation are as described
in Table 3-1. One compares the impact of the event against the table to determine the
appropriate level of damage.

11
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Table 3-1 - Problem Assessment Criteria
Level 1 Level 2 Level 3 Level 4
Emergency incident that| Minor business | Moderate Major business interruptions
s resolved with interruptions business o Major impact in all areas
negligible impact to « No casualties | interruptions
business -
e Minimal e Several
damage injuries or
o Limited impact | death
to clients e Moderate
e No community | damage
impact e Some impact
o Fact that there | [0 clients
is/was a e Moderate
problem limited community
to local media impact
coverage only | ¢ Fact that there
is/was a
problem.
known by

National media

Based on damage assessments and personal observations, - IT Operations Coordinator
can report findings and make recommendations back to the CMT. The level of impact will drive
both local and state response.

The CMT through the - IT Operations Coordinator will confer with their affected clients and
through approved communiqués present the recommendations of how the Program *
intends to proceed with the recovery and provide them with recovery activity updates until the
situation is stabilized.

12
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5 RECOVERY MANAGEMENT

5.1 RECOVERY PLAN FORMAT

This plan is structured in a modular format to provide general recovery guidelines and checklists
for all staff involved in the recovery effort and individual Recovery Team Plans designed by
each respective recovery team to recover their area of responsibility.

Recovery plans contain the following pertinent information:

Team Responsibilities. This section identifies scope of the recovery plans and the
recovery teams assigned in the event of a disaster. The team leader is responsible to
identify changes in assigned personnel and make changes to their section as
required.

Disaster Recovery Team Alert List. This section provides contact information for all
personnel assigned to the team.

Dependencies. This section describes the dependencies on other services (and teams)
that must be in place in order to assure successful recovery.

Recovery Procedures to be Followed. This section identifies the strategies for recovery
of critical functions. This section also details the sequence and steps that must be
initiated and completed, as well as where the reference documents are located, in
order to accomplish their recovery.

Notification. This section ensures that the IT Operations Coordinator
Program - IT Director, Is Informed of the conclusion of the recovery
work and that the Coordinator is able to inform the Program CMT and
Clients that they are now able to use their systems In recovery mode.

Key Vendors. This section identifies the contact information for critical vendors. The
team leader will review this list to determine that the list is complete and accurate.

5.2 RECOVERY COMPONENTS

Once the Recovery Team leader receives a notice to initiate a call out to his or her recovery
team, the stopwatch starts for the first 48 hour window of recovery activities. Team leaders will
ensure that each team member has the most up to date copy of their respective recovery plan.

Team Leaders will initiate their Recovery Plan distribution procedure. This procedure is part of
the overall recovery plan and is one of the very first recovery activities. Individual plans are
found in the Appendices. These are to be considered the “master plans” and may be duplicated
for distribution to Recovery Team members. As plans are reviewed and/or tested, any resulting
amendments will be promulgated and the Appendices updated with the most current version.

13
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APPENDIX A — RECOVERY TEAM LEAD RESPONSIBILITIES

When notified by the ] IT Operations Coordinator that an incident has occurred and that
damage assessment is required, or the Disaster Recovery Plan (DRP) has been activated, the
primary responsibilities of the team will be to use their resources to support the

ITapplications and services recovery effort and to activate recovery procedures.

TEAM LEADER RESPONSIBILITIES / CHECKLIST

The Primary responsibility of the Team Leader is to provide leadership of the disaster recovery
team and coordinate support for the recovery effort. Responsibilities include:

Contact their recovery teams members;

Assess the impact to their services provided and the priorities;
Communicate the needs and priorities;

Follow up on the recovery activities and manage the situations; and
Provide an important decision-making resource.

Recovery Team Leaders are to read the entire section before performing any assignments and
check-off actions in the following list as they are performed.

Situation Occurred / Potential:

Notification Process:

Note, scope, impact and location of incident (potential or real)

Fill in Appendix B, review Notification and Escalation (section 3.2), initiate Recovery
Team call tree, and record results on plan checklist

Go directly to assembly location

Notify the CGI IT Operations Manager and wait for further instructions

Continue to escalate the notifications and make additional contacts, as required

Security and Evacuation, if required:

Follow standard building evacuation procedures

Go directly to assembly location, and ensure that sufficient copies of recovery plan is
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Situation Occurred / Potential:

available

Notify management and walit for further instructions

Conduct a head count to account for all staff and provide appropriate direction

Assessment and Recommendation Process:

Participate in Resumption meetings with the [Jj 1T Operations Coordinator

Assess the impact of situation in area of responsibility

Determine the possible length of outage

Provide the- IT Operations Coordinator with options and recommendations for
resolution, prioritization of effort, etc.

Recovery Process:

When ordered, distribute and execute plans or parts there of

Direct the Disaster Recovery efforts of your team

Coordinate with the Command Center regarding all administrative issues

Management Decision:

Invoke plans or parts there of — proceed to activation

Stand down

Stand by — Continue to monitor situation and reassess options to determine if
necessary to activate or can stand down

TEAM LEADER RECOVERY STEPS

The following recovery actions are to be used as a guide. During a disaster, circumstances may
dictate that some or all of the steps documented may have to be altered. The team leader is to
use his/her judgment while managing the recovery operation.

15
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Task List:

Review tasks to be performed and assign personnel

When ordered to do so, designated personnel will contact vendors and advise them
about the situation and the recovery requirements. Specific vendor information is
located at the end of each recovery plan.

Distribute copies of any forms that will be needed during the recovery operation.

Personnel may be assigned to provide recovery support needed by other teams, as
needed

Identify the category in which personnel will be alerted. Consider:
» Personnel that may be needed to give aid to other teams;

> Personnel that will be needed at the work area to resume normal business
functions; and

» Personnel who will stay home and remain on standby (they will be needed when
the initial group needs rest).

REPORTS

When requested, the Team Leader will prepare detailed Damage Assessment (see Appendix F
— Damage Assessment Report) and follow up Situation Reports at a frequency of every 60
minutes after the recovery task commences; then as directed by the CGI IT Operations
Manager up to, or on completion of an activity.

16
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Situation Occurred / Potential:

Management Decision:

Invoke plans or parts thereof — proceed to activation

Stand down

Stand by — Continue to monitor situation and reassess options to determine if necessary to
activate or stand down

18
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APPENDIX D — NOTIFICATION INSTRUCTIONS

By using the following instructions, you will avoid unnecessarily alarming family members of a
member who was working at the affected site at the time of the disaster.

All callers record status of everyone they call, noting the time the call was placed and whether
the person was contacted.

A reasonable number of attempts will be made if the phone was busy or there was no answer.

If contact is made with an answering machine - Make no statement regarding the situation.
Provide the phone coordinates and time of the conference call.

1. Initiate a mobile phone call to all team members

Record the information in the status column “Response” found at the beginning of your
recovery plan

2. If there is no phone response, place phone call to residential number and say, “May | speak with
(individual)?”

If available, provide the information you called to convey.
Remind the person to make no public statements about the situation

Remind the person not to call co-workers (unless instructed to) and to advise their family
not to call other employees

Record the information in the status column “Response” found at the beginning of your recovery plan.

If not available, try for alternate contact information. Ask, “Where may | reach (individual)?”

If the individual was working at the affected site, indicate that you will reach the
individual there. DO NOT discuss the disaster with the person answering the phone.

If at any location other than the affected site, get the phone number. Call the other

location and provide the information you wanted to convey.

3. Immediately notify the | IT Operations Coordinator of the resuits.

Record the information in the status column “Response” found at the beginning of your
recovery plan.

If no answer - Record the information in the status column “Response” found at the
beginning of the recovery plan.

20
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APPENDIX E — NOTIFICATION MEMORANDUM

When notified by the [} IT Operations Coordinator that the DRP has been activated, the team
leader or alternate may record the following information that will be passed along to Disaster
Recovery Team personnel:

O Brief description of the problem:

O Location of the Command Center:

U Phone number to contact the Command Center:

O Any immediate support requested by the ] IT Operations Coordinator:

O Whether or not the facility can be entered: Yes () No ()

Q If the facility cannot be entered, the location that the team will use for a work area or
meeting place:

21
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APPENDIX F — DAMAGE AND SITUATION REPORT FORMATS

DAMAGE ASSESSMENT (SALVAGE AND RESTORATION) PROCEDURES CHECKLIST

Task List:

Obtain an inventory list of the computer equipment and other office supplies

Obtain support from the manufacturers and insurers, if necessary

Obtain authorization to access the disaster site, if necessary

Assess the area in question attentively. Pay particular attention to the infrastructure,
including the walls, floor, ceiling, water lines, ventilation, electrical supply, etc.

Note all major damage

Assess all damage caused to the products on the computer equipment inventory list,
such as the CPU, servers, workstations, tape units, disks, cassettes and computer
supplies

Photograph the damage

Draw up a list of the damage and assess the time required to restore the equipment

Prepare Damage reports. When requested, individual reports will be prepared to cover
the following areas:

Main Computer Room;

Equipment Damage (IT and non-IT assets);
Electrical Supply;

Air Conditioning/HVAC;

Data and Telecommunications;

Network Operations Center (NOC);
Security Operations Center (SOC); and

Any other area of interest or damage not specified above.

Submit the damage report to the ] IT Operations Coordinator

22
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DAMAGE ASSESSMENT REPORT

Damage Assessment Report for:
AS OF (DATE AND TIME)

Level of impact: Level 1 Level 2 Level 3 Level 4
Extent of Negligible Minor Medium Major
damage:

Time anticipated for recovery:

Damage description :

COMPLETED BY :

23
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APPENDIX G — THE DISASTER RECOVERY TEAM

TEAM RESPONSIBILITIES

The Disaster Recovery Team is responsible for the provision and continued upkeep of the
IT systems being housed at the VENYU Data Center. The State of |||} is
resionsible for providing the actual real-estate, procurement, the allocation of space within the

facility as per Program stated requirements, security, environment (HVAC, power,
fire suppression), Data and Telecommunications connectivity and procurement services.

The facility must have space for the Main Computer Room (MCR), Network
Operations Center (NOC), and Security Operations Center (SOC). Space in each area is
allocated as per Program Systems requirements. In the worst possible case, the state will
arrange for an alternate remotely located facility. In the event of a less serious situation, the
Team will arrange for stabilization and repair of the physical environment.

The Disaster Recovery Team is also responsible for the restoration of Shared Operations
infrastructure including any Service Desk Tools and Asset Management.

REIGER FACILITY AND RECOVERY TEAM ALERT LIST

Team Leaders have in their possession the complete list including home phone numbers.
Team leaders are responsible for keeping their lists up to date.

Area of Expertise Name Alternate

Keith Pigue
205 919 2918
| keith.pigue@cgi.com

CGI IT Operations Manager

Infrastructure

Database

Information Security

Applications

Reporting

Service Desk / Technical Services

Venyu Data Center

Facilities / Procurement
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Note: The following are the individuals VENYU contacts in the event incidents occur at VENYU

Production Site:

VENYU Production Data Center Administrator Contact List

(EMAIL address)

Name Office Cell

] ]
L ]
L ]
] I
] I

Escalation Contacts (08/30/2012)

Issue

Group

Lead Manager

Core Infrastruct

c
=
D

Network Infrastructure Infrastructure
Active Directory Infrastructure
Telephony Infrastructure
Internet/Client VPN Infrastructure
P2P VPN Connectivity Infrastructure

System Database

S

eGrants Database Database
Data Warehouse Database
Reporting DB Database
SQL Servers Database

Tier 1 Application

AdventNet/Helpdesk Infrastrucutre
Blackberry Infrastructure
Documentum Infrastructure
eGrants Application Support
eGrants LLT Application Support
Email / Webmail Infrastructure
ePortal Application Support
File Services Infrastructure

i o

thill
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GMS Application Support
HMGP-ATS Application Support
JIRA/Issue Tracker Application Support
Metastorm Application Support

www.road2la.org

Reporting

Supporting Serv

ices

AMF

Application Support

Appointment Plus

Application Support

Blue Coat / Web Filtering

Information Security

Business Objects

Reporting

Citrix Services

Infrastructure

CRT Application Support
elLoader Application Support
File Transfer/Upload site Infrastructure
GIS/Arc Info Reporting

Mercury/Quality Center

Application Support

ooT

Application Support

ProofPoint Information Security
Symantec Information Security
Webtop Infrastructure

WorlTrac Application Support

Worltrac Sync

Application Support

PRI

HIFEAPAIY o

DEPENDENCIES

Secure facility with adequate space, HVAC, power, data and telecommunications to the

site

Trained staff available to implement the plan

Functional Hardware and Operating systems with most recent configurations

50MB datacenter connectivity, 10MB Internet DR connectivity;

Cisco ASA 5510 Firewall/VPN connectivity; and

Must have “as built” diagrams in order to restore physical layout to what it was prior to
event (only valid if facilities are restored or repaired in present site).
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ACTIVITY RESPONSIBLE REFERENCE VERIFIED
Component Restoration Infrastructure Recovery Backup Servers Tape Submit a

Re-Establish Backup Infrastructure Team Lead Library, Near line Storage Progress /
Configuration, restore Situation
image Build Book, data Report to the
restore CGIIT

Operations
Manager

Re-Establish Network Infrastructure IT Security Recovery Build and configuration Submit a

Firewalls (Public, Private) — Team books, Firewall rules, Progress /

. ) . Infrastructure Recove network diagram, IP Situation
Build Book and config. restoration Team ry addressing plan Report to the
Distribution Switches — config. res CGIIT
VPN Concentrators (Public) — config. restore Operations

Manager

Re-Establish (IT [} Infrastructure Recovery | Build and configuration Submit a

Service Desk, SOC, NOC Team Lead books, Application Progress /

NOC Team Management build book Situation
Report to the
SOC Team cGIIT
Service Desk, NOC and Operations
SOC Teams Manager

Rebuild Account Infrastructure IT Security Recovery Build books and vital data Submit a

Domain Controllers, DHCP servers, DNS Team Progress /

and NTP Infrastructure Recovery Situation

Team Lead Report to the
CGIIT
Operations
Manager

Restore Applications Recovery -Windows servers Build Submit a

Activation of DR data sources. Team Lead Books Progress /

Initiate the restore processes from the remote | Infrastructure Recovery | -Application Build Books gltuat;top th

. eport to the

Venyu vault(s) Team Lead -Third Party S/W: (Oracle) CGFI) I

_ll?atabrise dRecovery -Operating systems Operations
eam Lea Manager

Restore Network Security IT Security Recovery Build books, latest Submit a

Anti-virus, IDS Team Lead signature files, restore Progress /

Infrastructure Recovery image files Situation

Team Lead Report to the
CGIIT
Operations
Manager

Re-establish Private and External Infrastructure Recovery Physical connectivity Submit a

Interfaces Team Lead Progress /

Private LAN IT Network, and Situation

Internet Telecommunications Report to the

Recovery Teams Cal 'T.
Operations
Manager

29
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ACTIVITY RESPONSIBLE REFERENCE VERIFIED
Restore Ancillary || i Program Infrastructure Recovery | Build books, config docs Submit a
System Apps Team Lead build docs Progress /
System Monitoring agents Situation
Report to the
System Backup agents CGIIT
Operations
Manager

30
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INFRASTRUCTURE AND APPLICATION RECOVERY PRIORITY CONT.

The following describes the [ i ' systems Disaster Recovery environment and recovery
activities for the core infrastructure and applications. The core infrastructure requires minimal
effort to become fully operational. The activities required to recover the various applications will
be outlined in this section. Detailed instruction for recovery of the individual applications resides
with the respective team members.

Core Infrastructure

The core infrastructure consists of the network gear, servers, storage and connectivity. The
physical hardware is installed and configured to operate inside the DR environment. Basic
functionality of the environment is operational, supporting the daily activities of the workforce.

NETWORK INFRASTRUCTURE: The network at the Reiger office consists of a redundant pair
of core switches and multiple access switches distributed between the two wiring closets.
Power to the network gear is UPS protected and backup power is available via the .75 MW
generator wired into the facility. The network is operational and self sufficient. No immediate
action is required to continue operations.

ACTIVE DIRECTORY: A Windows Server domain controller is setup as an Active Directory
Global Catalogue for the DR site. The server is online and replicating with the production
domain controllers. Replication of the Active Directory is set to the standard one hour cycle.
Additionally, the Reiger office has two production domain controllers on premise. The systems
would be operational without intervention, but there are some tuning steps required to complete
recovery. These actions include updating A/D to accurately reflect the network topology and
reassigning ownership responsibilities to the remaining servers.

Step | Time Description
1 30 Min | Updating A/D to accurately reflect the network topology
2 30 Min | Reassigning ownership responsibilities to the remaining servers

TELEPHONY: Primary telephony services reside at the Venyu data center. The Reiger office
does contain one backup subscriber server and 2 PRI circuits to support limited telephony
services in a recovery situation. Additional services such as the call center functionality and
voicemail are not presently in the immediate recovery plan, although these capabilities can be
restored over time. Inbound calling does require action to resume operations in the Reiger
facility. The provider of voice services, CenturyTel will need to make a change to their call
routing, send the assigned DID numbers from Venyu to the PRI’s at the Reiger facility.

Step | Time Description

1 TBD Contact CenturyTel for reassignment of Inbound calling
2 TBD Re-establish call center functionality

3 TBD Re-establish Unity voicemail

INTERNET/CLIENT VPN: For normal operations, all Internet and VPN connectivity is supplied
through Venyu's infrastructure. In the event Venyu is unavailable, a backup circuit, provided
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through OTM, has been installed at the Reiger facility. This circuit terminates at the state I1SB,
into a [ l] ASA device. This device route Internet traffic, support P2P VPN and client
VPN connections. Manual steps are required to engage this backup connection.

Step | Time Description
1 2 hours | Update routing rules for alternate path
2 3 hours | Enable client VPN connectivity and distribute profile

P2P VPN CONNECTIVITY: Satellite offices are connected to Venyu over Point to Point (P2P)
VPN connections. Under normal conditions, connectivity is terminated to network hardware
located in the Venyu data center. In the event Venyu is unavailable, these VPN connections
wound need to be reconfigured to terminate at the state 1SB, into the ||| ij AsA device.

Step | Time Description
1 4 hours | Reconfigure P2P VPN connections
Databases

Databases are the backend to practically all of the applications deployed in the environment. To
that end, recovery of the databases is a prerequisite to recovery of the applications. In this
environment, the database platforms include Oracle and Microsoft SQL server. Replication of
the data is managed through periodic log shipping.

eGRANTS DATABASE: The eGrants database is an Oracle 11g database running on the
Solaris 10 platform. Oracle’s Data Guard solution is used to replicate data from the production
environment to the equivalent server in DR. Minimal action is required to bring the DR instance
of the database online.

Step | Time Description

1 30 Min | Stop the Data Guard processes

2 30 Min | Change the database from restricted mode to open.
3 1 hour | Perform some verification and consistency checks

DATA WAREHOUSE: The data warehouse is an Oracle 11g database running on the Solaris
10 platform. Oracle’s Data Guard solution is used to replicate data from the production
environment to the equivalent server in DR. Minimal action is required to bring the DR instance
of the database online.

Step | Time Description

1 30 Min | Stop the Data Guard processes

2 30 Min | Change the database from restricted mode to open.
3 1 hour | Perform some verification and consistency checks

REPORTING DATABASE: The Reporting database is an Oracle 11g database running on the
Solaris 10 platform. A full cold backup is performed on the reporting database nightly. Backup
files are copied to the reporting disaster recovery server nightly. A full restore is performed on

the DR reporting database to have a current reporting database available by 10 am. Actions to
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bring the database server depend on the time of day of the disaster. Below are all steps listed
to restore and refresh the reporting database.

Step | Time Description

1 5 hours | Recover backup files from Data Vault.

2 4 hours | Restore reporting database.

3 5 hours | Refresh reporting database from Data Warehouse and eGrants databases.
This includes connection setup to production database.

4 1 hour | Perform some verification and consistency checks.

SQL SERVERS: The MS SQL Server databases use the native log shipping function to
replicate data from the production environment to the equivalent servers in DR. Minimal action
is required to bring the DR instance of the database online.

Step | Time Description

1 30 Min | Verify the log shipping imports are complete.

2 30 Min | Change the database from restricted mode to open.

3 2 hours | Perform some verification and consistency checks
Applications

Each of the applications will have actions required to complete the recovery. In most cases the
core infrastructure and databases described previously will need to complete recovery before
the applications can be recovered. Prepositioned resources in the Disaster Recovery
environment ease and speed the recovery times of the applications.

ADVENTNET/Service Desk: The Service Desk application has a SQL server database
dependency. A dedicated VM server in the DR environment is online with the current
application instance installed. Once the service desk database is online, connecting the
application server and starting the application are the primary steps to recovery.

Step | Time Description
1 30 Min | Connect application to database
2 1 hour | Start application, operational checkout.

DOCUMENTUM: The Documentum environment has multiple SQL server databases as a
dependency. A dedicated physical server in the DR environment is online with the current
application instance installed. File system data is replicated from the production environment to
the DR server on a regular basis. Once the Documentum databases for Homeowner and LLT
are online, connecting the application server and starting Documentum services are the primary

steps to recovery.

| Step | Time

| Description
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1 30 Min | Connect application to database

2 1 hour | Start Documentum, operational checkout.

eGRANTS: eGrants application has an Oracle database dependency. A dedicated VM server
in the DR environment is online with the current application instance installed. Once the service
eGrants Oracle database is online, connecting the application server and starting the application
are the primary steps to recovery. Connectivity to Documentum will require additional
verification.

Step | Time Description

1 30 Min | Connect application to database

2 1 hour | Start eGrants application servers, operational checkout.
3 1 hour | Verification of Documentum connectivity

eGRANTS LLT: eGrants LLT application has an Oracle database dependency. A dedicated
VM server in the DR environment is online with the current application instance installed. Once
the service eGrants & eGrants LLT Oracle database are online, connecting the application
server and starting the application are the primary steps to recovery. Connectivity to
Documentum will require additional verification.

Step | Time Description

1 30 Min | Connect application to database

2 1 hour | Start eGrants LLT application servers, operational checkout.
3 1 hour | Verification of Documentum connectivity

EMAIL/WEBMAIL: Presently || lij email is a rebuild and restore from backup process.
Once the conversion to Exchange 2010 is complete, a 2™ server will be deployed in DR and
setup for replication.

Step | Time Description
1 8 hours | Build and configure Exchange server
2 4 days | Restore mailbox from remote backups

ePORTAL: The SharePoint application has multiple SQL server databases as a dependency. .
A dedicated VM server in the DR environment is online with the current application instance
installed. Once the ePortal configuration and content databases is online, connecting the
application server and starting the application are the primary steps to recovery.

Step | Time Description
1 2 hours | Connect application to configuration and content databases
2 1 hour | Start SharePoint, operational checkout.

HDS: The HDS environment has a SQL server database and Citrix dependency. A dedicated
physical server in the DR environment is online with Citrix and the current application instance
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installed. Once the HDS database is online, connecting the application and starting testing
Citrix services are the primary steps to recovery.

Step | Time Description
1 30 Min | Connect HDS application to database
2 1 hour | Validate published icons and test.

HMGP ATS: The HMGP ATS Metastorm application has a SQL server database dependency.
A dedicated VM server in the DR environment is online with the current application engine
installed. File system data will require restore from offsite backups to the DR server. Once the
Metastorm database is online, connecting the application server and starting the application are
the primary steps to recovery.

Step | Time Description

1 30 Min | Connect Metastorm engine to database

2 1 hour | Start application, operational checkout.

3 2 days | Restore file system data from offsite backups

JIRA/ISSUE TRACKER: The JIRA application has an Oracle databases as a dependency. A

dedicated physical server in the DR environment is online with the current application instance
installed. File system data is replicated from the production environment to the DR server on a
regular basis. Once the JIRA database is online, connecting the application server and starting
JIRA are the primary steps to recovery.

Step | Time Description
1 30 Min | Connect application to database
2 1 hour | Start JIRA, operational checkout.

METASTORM APPS: The Metastorm application has a SQL server database
dependency. A dedicated VM server in the DR environment is online with the current
application engine installed. File system data will require restore from offsite backups to the DR
server. Once the Metastorm database is online, connecting the application server and starting
the application are the primary steps to recovery.

Step | Time Description

1 30 Min | Connect application to database

2 1 hour | Start application, operational checkout.

3 2 days | Restore file system data from offsite backups

WWW.ROAD2LA.ORG: The Web server hosts multiple sites, including: |||l &
HMGP’s primary web sites. A dedicated VM server in the DR environment is online with the
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current application instance installed. Verifying content and starting the application are the
primary steps to recovery.

Step | Time Description
1 30 Min | Verify content is current on the web server.
2 1 hour | Start web server, operational checkout.

RECOVERY SYSTEM TEST PROCEDURES

Supporting document attached to ITDR Plan

NOTIFICATIONS

When the recovery activities have been completed, the Team leader ensures that the IT
Operations Coordinator is informed of the conclusion of the recovery work and that JIRA, HDS
systems and Data Warehouse are now able to use their systems in recovery mode. The IT
Operations Coordinator will inform the [ ilij Program CMT and the Clients that they are
able to use their systems in recovery mode.

ACTIVITY RESPONSIBLE REFERENCE VERIFIED
A) When the recovery work is [l |7 Operations
completed, Clients of the Coordinator

Program may use their systems in
recovery mode

KEY VENDORS

Covered by ] Procurement Recovery Team




-- IT Services -- IT Disaster Recovery Plan

Version 5.2
30 January 2011

APPENDIX | — BRIEF BIA CONDUCTED

Attached to the ITDR Plan as a supporting document.

43




-- IT Services -- IT Disaster Recovery Plan

Version 5.2
30 January 2011

APPENDIX J — REIGER DISASTER RECOVERY SITE SPECIFICATIONS

This section outlines the specifications on DR equipment residing within the Reiger Road
facility. The software installed on the equipment, the DR network architecture and the backup
schedule.

PHYSICAL BOSSIER-SHREVEPORT DATA CENTER SITE SPECIFICATIONS

DATACENTER PHYSICAL SECURITY:

Built to anti-terror force protection codes

full-time onsite armed security, monitoring & video surveillance
biometric and card access

man-trap access to data center floor

ENVIRONMENTAL PROTECTION:

e Truly redundant power and air handling systems
e Fully redundant power with UPS circuits to each rack.

CONNECTIVITY AND NETWORK INFRASTRUCTURE

e Multi-homed across geographically-diverse Tier-1 internet providers
¢ fully-redundant enterprise-class firewall and network infrastructure
o full-time staffed network operations centers.

PHYSICAL VENYU TIER 4 PRODUCTION SITE IN - |

DATACENTER PHYSICAL SECURITY:

Full-time 24/7, 365 onsite security and monitoring.

Video surveillance cameras throughout the facility (inside and out).

On-site security guards on duty at all times.

Biometric scanners and access card required for entry to all datacenter areas.
Bullet-resistant walls and glass.

Man-Trap areas at all entrances to all datacenter areas.

ENVIRONMENTAL PROTECTION:

e Non-water based FM-200 fire suppression system.

Triple redundant and zoned air handling systems.

Five air handlers that can deliver 750 tons of cooling.

Triple-redundant, One-Megawatt diesel generators — resulting in increased protection
against potential power outages.
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Three 250-Ton chillers.
Fully-redundant power circuits to each rack. Redundant UPS battery backup to each
redundant power circuit — resulting in increased uptime.

CONNECTIVITY AND NETWORK INFRASTRUCTURE

Connection to multiple Tier-1 Internet providers including DS-3, OC-3 and OC-48
Multi-homed across multiple geographically diverse Tier-1 Internet providers — resulting in
increased uptime.

Fully redundant enterprise-class Cisco firewalls.

Fully-redundant Cisco meshed network infrastructure, allowing for no single point of failure.
Staffed network operations center 24/7, 365.

Managed VPN capabilities.

System monitoring and notification.

We currently have an emergency response fuel contract in place with a 4 hour response
time.

The [l Datacenter resides on a priority power grid with 2 major hospitals and the
State EOC (emergency operations center).

Currently have 7 Tier-1 Internet Providers, provisioned over 5 separate, diverse fiber
providers. These are protected ring networks.
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CURRENT SYSTEM BACKUP JOBS

Included is the backup retention schedule for all servers. The listing is part of the monthly

review and report conducted on all system backups and published to the Portal.

Changes through:  02/01/2011
Daily | Weekly | Monthly | Yearly | Applicant
(Friday) (Last (June Data
Day of 30)
Computer Job Month)

14 6

DASHBD-WEB RH-DASHDB-WEB-DATA Days weeks None None No
14 6

EGRANT5 RH-EGRANT5 Days weeks None None No
14 6

EGRANT6 RH-EGRANT6 Days weeks None None No
14 6

EGRANT-LLT RH-EGRANT-LLT Days weeks None None No
14 6

ENVSQL ENVSQL-SQL Days weeks None None No
14 6

ENVWEB ENVWeb-DATA Days weeks None None No
14 6

GMSWeb RHP-GMSWEB-DATA Days weeks None None No
14 6

localhost RH-WWW30 Days weeks None None No
14 6

RDHOMEUCC RH-RDHOMEUCC-0S Days weeks None None No
14 6

RDHOMEUNITYO01 | RH-UNITY-EXDB Days weeks None None No
14 6

RDHOMEUNITYO01 | RH-UNITY-OS Days weeks None None No
14 6

RH-ARCGIS RH-ARCGISO Days weeks None None No
14 6

RH-BOEDI-PROD RH-BOEDI-PROD-Data Days weeks None None No
14 6

RH-BOEDI-TEST RH-BEDIT Days weeks None None No
14 6

RH-BOE-PROD RH-BOEP Days weeks None None No
14 6

RH-BOE-PROD- RH-BOE-PROD-OS Days weeks None None No
14 6

RH-BOE-TEST RH-BOETS Days weeks None None No
14 6

RH-BSAPP RH-BSAPP Days weeks None None No

RH-BSRENTAL- 14 6

PRO RH-BSRENT-PROD Days weeks None None No

RH-BSRENTAL- 14 6

QA RH-BSRENTQA Days weeks None None No
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14 6
RH-BSWEB RH-BSWEBO Days weeks None None No
RH-CA RH-CA-OS D%oll;/s W668k5 None None No
RH-CITRIX1 ICF-RH-CITRIX1-DATA D%o:)l/s We6eks None None No
RH-CITRIX4 RH-CITRIX4-0OS D;A)f/s we6eks None None No
RH-CITRIX5 RH-CITRIX5-0S D;A)f/s we6eks None None No
RH-DC3 RH-DC3-0S D%olA)f/s we?aks None None No
rh-dw-dev RH-DW-DEV-0S D;A)f/s we6eks None None No
rh-dw-grid0 RH-DW-GRID0-OS D:g/s We6eks None None No
RH-GIS RH-GIS D%;;/s Weiks None None No
RH-HDPWK RH-HDPWKO D%oll;/s W668k5 None None No
RH-IDAPP RH-IDPP D%oll;/s W668|(S None None Yes
RH-11S1 RH-11S1 D%;;/s Weiks None None No
RH-11S2 RH-11S2 D%;;/s Weiks None None No
RH-MERC RH-MERCOS D%o:;/s we?aks None None No
RH-MSAPPS RH-MSAPPS D;A)f/s we6eks None None No
rh-ora-db2 RH-ORADB2-0S D;A)f/s we6eks None None No
RHP-BCLOGS RHP-BCLOGS-DATA D;A)f/s we6eks None None No
RHP-BES RHP-BES-DATA D;A)f/s we6eks None None No
RHP-BFIP RHP-BFIP-DATA D:g/s We6eks None None No
rhp-bkup RHP-JIRA-SMB D%;;/s Weiks None None No
rhp-bkup RHP-ORADB1-NFS D%oll;/s W668|(S None None Yes
rhp-bkup RHP-ORADB2-NFS D%oll;/s W668|(S None None Yes
rhp-bkup RHP-ORADB3-NFS D%oll;/s W668|(S None None Yes
RHP-BOE RHP-BOE-DATA D%oll;/s W668k5 None None No
RHP-BOEDI RHP-BOEDI-DATA D%o:)lls we6eks None None No
RHP-CITRIX1 RHP-CITRIX1-DATA 14 6 None None No
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Days weeks
14 6
RHP-CITRIX2 RHP-CITRIX2-DATA Days weeks None None No
RHP-CITRIX3 RHP-CITRIX3-DATA D%:;f/s Weiks None None No
RHP-CITRIX4 RHP-CITRIX4-DATA D%:;f/s Weiks None None No
RHP-CLEARVIEW | RHP-CLEARVIEW-DATA D%:;f/s Weiks None None No
RHP-CSGATE RHP-CSGATE-DATA D%olif/s we6eks None None No
RHP-DBA RHP-DBA-C D;A)f/s we6eks None None No
RHP-DC1 RHP-DC1-DATA D%olA)f/s we?aks None None No
RHP-DC2 RHP-DC2-DATA D%olA)f/s we?aks None None No
RHP-EFIELDS RHP-EFIELDS-DATA D];)r/s WeGekS None None No
RHP-EXCH RHP-EXCH DB_A-D D;A)f/s we6eks None None No
RHP-EXCH RHP-EXCH DB E-K D:g/s W668k5 None None No
RHP-EXCH RHP-EXCH DB L-R D%oll)l/s W668k5 None None No
RHP-EXCH RHP-EXCH DB PUBLIC D%oll)l/s W668k5 None None No
RHP-EXCH RHP-EXCH DB S-Z D%oll)l/s W668k5 None None No
RHP-EXCH RHP-EXCH-SYS D%oll)l/s W668k5 None None No
RHP-EXCH1 RHP-EXCH1-A-B D%olif/s we6eks Mogths Infinite No
RHP-EXCH1 RHP-EXCH1-C-D D;A)f/s we6eks Mogths Infinite No
RHP-EXCH1 RHP-EXCH1-DB-A-D D;A)f/s we6eks None None No
RHP-EXCH1 RHP-EXCH1-DB-E-K D;A)f/s we6eks None None No
RHP-EXCH1 RHP-EXCH1-DB-L-R D;A)f/s we6eks None None No
RHP-EXCH1 RHP-EXCH1-DB-Public D;A)f/s we6eks None None No
RHP-EXCH1 RHP-EXCH1-DB-S-Z D:g/s W668k5 None None No
RHP-EXCH1 RHP-EXCH1-DB-TMPL-RES D%:;f/s Weiks None None No
RHP-EXCH1 RHP-EXCH1-E-G D%oll)l/s W668|(S Mogths Infinite No
RHP-EXCH1 RHP-EXCH1-H-K D%oll)l/s W668|(S Mogths Infinite No
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14 6 6
RHP-EXCH1 RHP-EXCH1-L-O Days weeks | Months Infinite No
14 6 6
RHP-EXCH1 RHP-EXCH1-0S Days weeks | Months Infinite No
14 6 6
RHP-EXCH1 RHP-EXCH1-P-R Days weeks | Months Infinite No
14 6 6
RHP-EXCH1 RHP-EXCH1-Public Days weeks | Months Infinite No
14 6 6
RHP-EXCH1 RHP-EXCH1-S Days weeks | Months Infinite No
14 6 6
RHP-EXCH1 RHP-EXCH1-T-Z Days weeks | Months Infinite No
14 6
RHP-FAX RH-RHP-FAX-DATA Days weeks None None No
14 6
RHP-FILE RHP-FILE _C Days weeks None None No
14 6 6
RHP-FILE RHP-FILE_G-1 Days weeks | Months | Indefinite Yes
14 6 6
RHP-FILE RHP-FILE_G-2 Days weeks | Months | Indefinite Yes
14 6 6
RHP-FILE RHP-FILE G-3 Days weeks | Months | Indefinite Yes
RHP-FILE- 14 6
RHP-FILE HOMEEVALPHOTOS1 Days weeks None None Yes
14 6
RHP-FILE RHP-FILE-WORLTRACPICS-1 Days weeks None None Yes
14 6
RHP-FILE RHP-FILE-WORLTRACPICS-2 Days weeks None None Yes
14 6
RHP-FILE RHP-FILE-WORLTRACPICS-3 Days weeks None None Yes
14 6
RHP-FILE RHP-FILE-WORLTRACPICS-4 Days weeks None None Yes
14 6
RHP-GIS RHP-GIS Days weeks None None No
14 6
RHP-GONZALES RHP-GONZALEZ-DATA Days weeks None None No
14 6
RHP-HELPDESK RH-RHP-HELPDESK-DATA Days weeks None None No
14 6
RHP-IPMON RHP-IPMON-DATA Days weeks None None No
14 6
RHP-MSTORM1 RHP-MSTORM1-DATA Days weeks None None No
14 6
RHP-MSTORM2 RHP-MSTORM2-DATA Days weeks None None No
RHP- 14 6
MSTORMWEB RHP-MSTORMWEB-DATA Days weeks None None No
14 6
RHP-OWA RHP-OWA-OS Days weeks None None No
14 6
RHP-OWA1 RHP-OWA-SYS Days weeks None None No
RHP-REIGER1 RHP-REIGER1 14 6 None None No
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Days weeks
14 6

RHP-REIGER2 RHP-REIGER2 Days weeks None None No
RHP-SPAPP1 RHP-SPAPP1-C-D D%oll;/s W668k5 None None No
RHP-SPAPP2 RHP-SPAPP2-C-D D%oll;/s W668k5 None None No
RHP-SPAPP-TEST | RHP-SPAPP-TEST-DATA Dg)l/s Weiks None None No
RHP-SPDEV RHP-SPDEV-DATA D%o:)lls we6eks None None No
RHP-SPWEB1 RHP-SPWEB1-0OS D;A)f/s we6eks None None No
RHP-SPWEB2 RH-RHP-SPWEB2-0S D;A)f/s we6eks None None No
RHP-SPWEB3 RHP-SPWEB3-0S D;A)f/s we6eks None None No
RHP-SPWEB- 14 6

TEST RHP-SPWEB-TEST-DATA Days weeks None None No
RHP-SQLO RHP-SQLO-DATA D;A)f/s we6eks None None No
RHP-SQLO5-TEST | RHP-SQL5-TEST-DATA D:Ifﬁ/s WeGeks None None No
RHP-SQLO5-TEST | RHP-SQL5-TEST-DATABASES Dg)l/s Weiks None None No
RHP-SQLO5-TEST | RHP-SQL5-TEST-MASTER Dg)l/s Weiks None None No
RHP-SQL1 RHP-SQL1-DATA D%oll;/s W668k5 None None No
RHP-SQL1 RHP-SQL1-DB D%oll;/s W668k5 None None No
RHP-SQL2 RHP-SQL2-DATA D%o:)lls we6eks None None No
RHP-SQL2 RHP-SQL2-DB D;A)f/s we6eks None None No
RHP-SQL3 RHP-SQL3-DATA D;A)f/s we6eks None None No
RHP-SYMANTEC RH-RHP-SHAREPOINT-OS D];)r/s WeGekS None None No
RHP-USERS RHP-USERS D;A)f/s we6eks None None No
RHP-WEBAPP RHP-WEBAPP-DATA D];)r/s WeGekS None None No
RHQA-BOE RHQA-BOE D:g/s We6eks None None No
RHQA-BOEDI RHQA-BOEDI D%oll;/s W668k5 None None No
RH-RAGATE RH-RGTE D%oll;/s W668k5 None None No
RH-SFTP RH-SFTPOS D%oll;/s W668k5 None None No
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14 6 6

RH-SQL2005 RH-SQL2005-DB Days weeks Months | Indefinite Yes
14 6

RH-SQL2005 RH-SQL2005-DELTAS Days weeks None None No
14 6 6

RH-SQL2005 RH-SQL2005-MASTER Days weeks Months | Indefinite Yes
14 6

RH-SQL2005-1 RH-SQL2005-1-0S Days weeks None None No
14 6

RH-SQL2005-2 RH-SQL2005-2-0S Days weeks None None No
14 6

RH-SWINDS RH-SWINDSO Days weeks None None No
14 6

RH-WEBAPP RH-WEBAPP Days weeks None None No
14 6

SRV-CAC RH-SRV-CAC Days weeks None None No
14 6

SRV-JEF RH-SRV-JEF Days weeks None None No

HMGP SERVERS:
14 6

RHP-ITSAPP1 I RHP-ITSAPPL Days | weeks | None None No
14 6

RHP-ITSAPP2 I RHP-ITSAPP2 Days | weeks | None None No
14 6

RHP-ITSWEB1 I RHP-ITSWEB1-0S Days | weeks | None None No
14 6

RHP-ITSWEB2 I RHP-ITSWEB2-0S Days | weeks | None None No

RHQA- 14 6

METASTORM RHQA-METASTORM-DATA Days weeks None None No

51




-- IT Services

-- IT Disaster Recovery Plan

Version 5.2
30 January 2011

APPENDIX K — ACRONYMS AND GLOSSARY OF BUSINESS CONTINUITY TERMS

Term or Description

Acronym

Activation The implementation of business continuity capabilities, procedures, activities, and plans in
response to an emergency or disaster declaration; the execution of the recovery plan.
Similar terms: Declaration, Invocation

Alert Notification that a potential disaster situation exists or has occurred; direction for recipient to

stand by for possible activation of disaster recovery plan.

Business Continuity
Management (BCM)

A holistic management process that identifies potential impacts that threaten an
Organization and provides a framework for building resilience with the capability for an
effective response that safeguards the interests of its key stakeholders, reputation, brand
and value creating activities. The management of recovery or continuity in the event of a
disaster. Also the management of the overall program through training, rehearsals, and
reviews, to ensure the plan stays current and up to date.

Business Continuity
Planning (BCP)

The process of developing advance arrangements and procedures that enable an
organization to respond to an event in such a manner that critical business functions
continue with planned levels of interruption or essential change. SIMILAR TERMS:
Contingency Planning, Disaster Recovery Planning, Business Resumption Planning,
Continuity Planning

Business Continuity
Program

An on-going program to ensure business continuity and recovery requirements are
addressed, resources are allocated, and processes and procedures are completed and
rehearsed. Most effective with management sponsorship and through regular rehearsals.

Business Impact
Analysis (BIA)

The business Impact Analysis is a process designed to identify critical business functions
and workflow, determine the qualitative and quantitative impacts of a disruption, and to
prioritize and establish recovery time objectives. SIMILAR TERMS: Business Exposure
Assessment, Risk Analysis

IT Operations
Coordinator

Commands the local EOC reporting up to senior management on the recovery progress.
Has the authority to invoke the local recovery plan.

Business Recovery
Team

Designated individuals responsible for developing, execution, rehearsals, and maintenance
of the business continuity plan, including the processes and procedures. SIMILAR TERMS:
disaster recovery team, business recovery team, recovery team. Associated term: crisis
response team.

Cold Site

An alternate facility that already has in place the environmental infrastructure required to
recover critical business functions or information systems, but does not have any pre-
installed computer hardware, telecommunications equipment, communication lines, etc.
These must be provisioned at time of disaster. Related Terms: Alternate Site, Hot Site,
Interim Site, Internal Hot Site, Recovery Site, And Warm Site
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Term or
Acronym

Description

Command Center

A physical or virtual facility located outside of the affected area used to gather, assess, and
disseminate information and to make decisions to effect recovery. Associated term:
Emergency Operations Center.

Crisis

A critical event, which, if not handled in an appropriate manner, may dramatically impact an
organization's profitability, reputation, or ability to operate.

Crisis Management

The overall coordination of an organization's response to a crisis, in an effective, timely
manner, with the goal of avoiding or minimizing damage to the organization's profitability,
reputation, or ability to operate.

Crisis Management
Team (CMT)

A crisis management team will consist of key executives as well as key role players (i.e.
media representative, legal counsel, facilities manager, disaster recovery coordinator, etc.)
and the appropriate business owners of critical organization functions.

Damage Assessment

The process of assessing damage, following a disaster, to computer hardware, vital records,
office facilities, etc. and determining what can be salvaged or restored and what must be
replaced.

Declaration A formal announcement by pre-authorized personnel that a disaster or severe outage is
predicted or has occurred and that triggers pre-arranged mitigating actions (e.g. a move to
an alternate site.)

Disaster A sudden, unplanned calamitous event causing great damage or loss as defined or

determined by a risk assessment and BIA;

1) Any event that creates an inability on an organizations part to provide critical business
functions for some predetermined period of time.

2) In the business environment, any event that creates an inability on an organization’s part
to provide the critical business functions for some predetermined period of time.

3) The period when company management decides to divert from normal production
responses and exercises its disaster recovery plan. Typically signifies the beginning of a
move from a primary to an alternate location. SIMILAR TERMS: Business Interruption;
Outage; Catastrophe

Disaster Recovery

Activities and programs designed to return the entity to an acceptable condition. The ability
to respond to an interruption in services by implementing a disaster recovery plan to restore
an organization's critical business functions.

Disaster Recovery
Plan (DRP)

The management approved document that defines the resources, actions, tasks and data
required to manage the recovery effort. Usually refers to the technology recovery effort. This
is a component of the BCM Program. See: BCM Plan

Disaster Recovery
Teams

(Business Recovery
Teams)

A structured group of teams ready to take control of the recovery operations if a disaster
should occur.

Emergency
Operations Center
(EOC)

A site from which response teams/officials exercise direction and control in an emergency or
disaster. Associated term: Command Center.

Exercise

A people focused activity designed to execute business continuity plans and evaluate the
individual and/or organization performance against approved standards or objectives.
Exercises can be announced or unannounced, and are performed for the purpose of training
and conditioning team members, and validating the business continuity plan.

Exercise results identify plan gaps and limitations and are used to improve and revise the
Business Continuity Plans. Types of exercises include: Table Top Exercise, Simulation
Exercise, Operational Exercise, Mock Disaster, Desktop Exercise, and Full Rehearsal.
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Term or
Acronym

Description

High Availability

Systems or applications requiring a very high level of reliability and availability. High
availability systems typically operate 24x7 and usually require built-in redundancy to
minimize the risk of downtime due to hardware and/or telecommunication failures.

Incident Command
System (ICS)

Combination of facilities, equipment, personnel, procedures, and communications operating
within a common organizational structure with responsibility for management of assigned
resources to effectively direct and control the response to an incident. Intended to expand,
as situation requires larger resources, without requiring new, reorganized command
structure.

Incident Response

The response of an organization to a disaster or other significant event that may significantly
impact the organization, its people, or its ability to function productively. An incident
response may include evacuation of a facility, initiating a disaster recovery plan, performing
damage assessment, and any other measures necessary to bring an organization to a more
stable status.

Network Operation
Center (NOC)

A place from which administrators supervise, monitor and maintain a telecommunications
network.

Plan Maintenance
Procedures

Maintenance procedures outline the process for the review and update of business
continuity plans.

Response

The reaction to an incident or emergency to assess the damage or impact and to ascertain
the level of containment and control activity required. In addition to addressing matters of life
safety and evacuation, Response also addresses the policies, procedures and actions to be
followed in the event of an emergency. . SIMILAR TERMS: Emergency Response, Disaster
Response, Immediate Response, and Damage Assessment

Risk Assessment /
Analysis

Process of identifying the risks to an organization, assessing the critical functions necessary
for an organization to continue business operations, defining the controls in place to reduce
organization exposure and evaluating the cost for such controls. Risk analysis often involves
an evaluation of the probabilities of a particular event.

Risk Mitigation

Implementation of measures to deter specific threats to the continuity of business
operations, and/or respond to any occurrence of such threats in a timely and appropriate
manner.

Salvage and
Restoration

The act of performing a coordinated assessment to determine the appropriate actions to be
performed on impacted assets. The assessment can be coordinated with Insurance
adjusters, facilities personnel, or other involved parties. Appropriate actions may include:
disposal, replacement, reclamation, refurbishment, recovery or receiving compensation for
unrecoverable organizational assets.

Security Operations
Center

A place from which administrators supervise, monitor and maintain network and system
security.
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Introduction

CGl has established this Record Management and Retention Policy (“Policy”). The Policy sets
standards and rules for Record management, retention and destruction with a view to:

1. ensuring that documents are preserved and retained as required by law and/or sound
business practices,

2. maintaining adequate control over documents that may be required by CGl to establish
its position in a legal or business dispute,

3. ensuring that documents are disposed of in a timely and appropriate manner in
accordance with this Policy.

Detailed instructions for implementing the requirements of this Policy are contained within the
Records Management and Retention Procedures Manual (the “Manual”), which is included as
Appendix A of the present Policy.

The [} 7 Services engagement will follow this policy for it's Records Management and
Retention.

Definitions

Transitory Records

These are documents or electronic files that, while useful in daily operations, are not required to
be retained for business or legal reasons. These may include:

e Convenience, courtesy, or information only copies of a Record (e.g., cc or bcc).
e Casual correspondence and documents such as those created to schedule meetings.
e Preliminary drafts once superseded by the final or executed document.

Active Records

These are Records that are related to current or in-process activities. These Records are
typically referred to on a regular basis to respond to internal and external business
requirements.

Inactive Records
These are Records that are related to closed, completed, or concluded activities that must be
retained in order to fulfill legal, operational, or other retention requirements.
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Records Creation

For this engagement, the Project Director will be responsible for identifying which documents or
electronic files are defined as a “Record” and for ensuring that the Record is retained and
safeguarded in accordance with the CGI Palicy.

Records Retention

Each Record is to be retained for the period of time specified in the Record retention schedules
located in Appendix B of the CGI Policy. The rules and standards for Records retention are the
following:

e All Records are maintained for the period required by their applicable laws, regulations
and contractual requirements.

e All Records evidencing CGI's ongoing business operations or that do or could
substantively affect the obligations of CGI will be retained for a period of time that will
ensure their availability when needed, as specified in the Record Retention Schedules
contained in Appendix B of the CGI Policy

e All Records, including all Transitory Records, no longer required to be retained by law,
regulation and contractual requirements or for any other business purpose will be
destroyed in a timely and appropriate manner, in accordance with the Policy.

Records Storage

Records will be stored in Ensemble 1l that ensure their protection, reliability, integrity
and retrieval within reasonable time frames.

Records

The following table indicates the documents that ||l T Services will be retained in
Ensemble II. The highlighted documents will be uploaded on a monthly basis by the CGI PMO.

Verification ltem Typical Provided Evidence

Client request for proposal or consulting services = Letter or email from the client

was received, needs were analyzed and = Request for Proposal (RFP)
applicable communications with the client were = Approval granted per the Operations
handled Management Framework (OMF)

= Win Probability Matrix

= Project Proposal Analysis Summary

= Bid/No Bid Decision Letter

Proposal was prepared = Proposal

= Assumptions ldentified

= Updated Project Proposal Analysis Summary
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Verification ltem

Typical Provided Evidence

Proposal was approved per OMF

= Proposal approval (signatures or email) per OMF
requirements

= Proposal sign-off sheet

= Proposal letter or email

Client's request for proposal was analyzed and a
decision made to pursue or not with the
opportunity qualification activities

= Evidence of RFP, ESR Step A presentation
material, minutes, participants and approvals to
continue complying with BEMF requirements

The submission of the proposal to the client - and
supporting documentation when applicable - was
approved per CGI BEMF/OMF

= Evidence of ESR Step C presentation material,
minutes, participants and approvals to submit
complying with BEMF/OMF requirements

Required supplier/subcontractor contract was
prepared and filed per BU requirements

= Signed (by subcontract/supplier) subcontractor
contract / SOW / MOU / LOU, using the Corporate
template

= Signatures and/or email approvals from CGI per
the OMF and BEMF (where applicable)

= Stored in the BU repository

ALL contracts (client and
suppliers/subcontractors) are approved per CGI
OMF and filed per BU requirements

= Signed client contract(s) / SOW

= Signatures and/or emails granting approval per
the OMF and BEMF (where applicable)

= Stored in the appropriate repository

Client contract was prepared and filed to
appropriate repository

= Signed contract is stored BU repository
= Approval/signature per OMF
= SOW, MOU, LOU

Third parties teaming agreements were drafted
and signed

= Evidence of teaming agreements signed by all
parties

Third party contracts management data (including
the actual contracts with suppliers, sub-
contractors, licenses, etc.) were maintained and
filed to an adequate documents repository

= Evidence a third party contract list, renewal and
deactivation tracking, contracts filed based on a
documented process

Invoices were prepared as per contractual
requirements and granted approval before
sending to client

= Evidence of prepared invoices per the planned
schedule
= Email approvals from the project manager

Invoicing information is transmitted to CGI finance
services

= Evidence of efforts/ deliverables/ milestones /
change requests information sent to finance
services for client invoicing

Invoicing related data was collected as per the
applicable process(es) requirements for the
invoicing cycles

= Evidence of a documented invoicing data
collection process (fixed items, variable items,
changes, etc.) and its application

Invoices were prepared as per contractual
requirements

= CGl management approved invoices

An Engagement Description Form was prepared,
per the Engagement Description Guide and sent
to the appropriate repository

= Engagement Description Form
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Verification ltem

Typical Provided Evidence

The Engagement Description Form was reviewed
and updated if needed, if previously provided (End
of Contract)

Opportunity Overview (if applicable per the OMF;
including) change orders

= Evidence of an updated version of the
Engagement Description form

= Review and approved per Deal Review Matrix
= Proposal and financial evaluation checklist

= Budget Capture Worksheet

= Assumptions and risks

= Evidence of revised documents if
services/financial parameters have changed
between proposal and contract phase

CSAP

= Latest completed CSAP and client
signature/approval

= CSAPs should exist for all client-facing
engagements including projects, consulting/staff
augmentation providing at least 6 months of
service

Status Reports

= Internal AND external status reports
communicating quality, risks, issues within project
team, to client and CGl management

= Health Check/EAS Reports, if applicable

= Status reports

= Cost tracking

= Evidence of transmitted status reports

Delivery Assurance procedures were applied and
implemented

= Completed start-up checklist

= Materials referenced and used in Delivery
Reviews

= Delivery Dashboard

= Health Check Report

= Delivery Review Meeting Minutes

= Evidence of risks resolved

Adequate Project Plan was prepared

= Completed project management plan including
documented processes for Project Tracking,
Communication Management, Procurement
Management, Managing Change Requests,
Tracking Outstanding Issues, Quality Assurance,
Validating and Approving Deliverables and Risk
Management

= Evidence that project management plan and
separate documents were approved by client -
email or signature
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Verification ltem Typical Provided Evidence

Quiality assurance was performed on Project = Deliverable Compliance Checklist

Management Plan = Evidence of Project Management Plan review
(e.g. tracked comments, redlined AND change
history)

= If process documents are separated, evidence of
reviews need to be produced for each (e.g.
separate Quality Management Plan, Risk
Management Plan, etc.)

Project Plan was approved by client = Evidence of signed Request for Review and
Approval or equivalent

Project Work Plan was maintained = Project Work Plan and evidence of regular
updates

= Includes all major phases (requirements, design,
development, testing, implementation, training,
support), tasks and deliverables

= Includes assigned resources and status tracking

Risks were identified, tracked and managed = Evidence of regular risks update, addition and
closing - Health Check Reports, status reports
Change Requests were managed = Defined requirements and defined requirement

changes (Change Request List and/or Contract
Modifications)

= Requirements Traceability Matrix (RTM)

= Evidence of form usage, status tracking, client
approvals

= Updated Project Work Plan

= Request management tool

Outstanding Issues were identified, tracked and = Evidence of a managed Issues within a log or

managed status reports, adding and closing of issues,
tracking of issue status and actions

Quality of deliverables was verified = Deliverable Compliance Checklist

= Evidence of reviews (e.g. tracked comments,
redlined AND change history)

= Evidence of reviews for all contractual
deliverables (process plans, requirement, design,
development, testing, implementation and training
documents)

Deliverables status was tracked = Managed deliverables/configuration items list

= Status reports

= Tracking accurately managed in project work plan

Deliverables were approved by client = Review for review and approval

= Approval granted via email or sign-off

= User acceptance process (user acceptance
testing)
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Verification ltem

Typical Provided Evidence

Preservation of product / service

= Service Level Agreements

= Warranties

= Maintenance via defined configuration
management processes and procedures

Measurement and analysis

= Project metrics (e.g. defects, schedule, cost)

Due Diligence process was executed, detailed
information gathered and provided to the Contract
negotiation and Transition Teams

= Evidence of a Due Diligence File filed or archived
per BU requirements, documents, e-mails,
spreadsheets, updated assumptions,
recommendations, meetings

Due Diligence findings and report information
were reviewed during contract negotiation
activities

= Evidence of key findings, legal considerations,
Due Diligence recommendations, Contract
Negotiation SSR meeting minutes - with evidence
that the overall solution and all required streams
were reviewed - and participants complying with
BEMF/OMF requirements

Once a decision to continue with opportunity
qualification activities was made, pursuit
resources were confirmed, a response strategy
and team were established, and applicable
communications with the client were coordinated

= Evidence of communications or information
sessions with the client, ESR Step B presentation
material, minutes, participants and approvals to
continue complying with BEMF requirements,
Bid/No Bid decision letter - if requested in the RFP
= BEMF/Outsourcing Executive Step Review (ESR)
Report template was used

One or more Transition Plans were prepared and
approved as part of Transition Projects

= Evidence of documented/ approved transition
project plans, as per contractual obligations,
Project Plans can cover the following transition
activities: implement new organization, integrate
human resources, implement client relationship
processes, implement services delivery processes,
implement project management processes and
methodologies, implement application maintenance
approach, transfer infrastructure, transfer software
tools and licenses and transfer third party
contracts.

One or more Transition Work Plans were
prepared and tracked as part of the Transition
Projects

= Evidence of regularly updated schedule, activities
list, work plan, e-mails, efforts tracking

An Operational Framework or equivalent was
prepared and approved as part of the Transition
Projects

= Evidence of relationship and services delivery
management processes documented and
approved by client

= Using the CPMF Operational Framework
template and contractual obligations capture the
following: document distribution / change process,
org chart, roles and responsibilities,
contractual/service levels change management
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Verification ltem

Typical Provided Evidence

process, contracted services delivery management
processes, relationship management,
communications/escalation processes

The contract was updated to reflect changes to
delivered services / service levels / price, etc.

= Contract updates and addenda approved (signed
by client) as per the OMF

Delivered services change requests were
approved by the client and managed through to
their fulfillment

= Delivered services change requests
= Client approval of change requests

Service levels agreements (SLAs) were
documented and communicated to delivery and
management teams

= Documented service levels

= Service levels related communications, e-mails
= Service levels related data loaded in incidents/
problems/ changes management

systems

The Service levels management report(s) was
prepared and distributed to the engagement
manager as per the OMF

= Report preparation
= Emails to members per the OMF

Communications were managed as per the
operational framework requirements (Evidence of
changes/ distribution of the operational framework
document, escalation process application,
meeting minutes, e-mails)

= Evidence the Operational Framework updates
were communicated internally and externally

= Evidence of implementing (or the means to
implement) the escalation process

= Meeting minutes

= Status Reports

= Emails

= Other evidence of communication per the
Operational Framework

The Capacity plan was maintained in compliance
to the contractual requirements

= Plan updates related to changes in human
resources and infrastructure, presentation/
communication to client, e-mails

The Capacity Management Report(s) was
regularly prepared as per contractual
requirements

= Evidence of the preparation and distribution of the
report to the engagement manager

The Availability Management Report(s) was
regularly prepared, as per the operational
framework requirements

= Evidence of the preparation an distribution of the
report to the management manager

The Disaster Recovery plan was prepared and
maintained, as per contractual requirements

= Evidence of the update of the plan related to
changes in delivery services and infrastructure

The Disaster Recovery Management Report(s)
was prepared, as per contractual requirements

= Evidence of the report preparation and
distribution to the engagement manager related to
disaster recovery plan tests or application

The Pricing/ Cost Model was maintained

= Evidence of the evolution of the model related to
changes to the delivered services
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Verification ltem

Typical Provided Evidence

The engagement management information was

collected and distributed to CGl management as
per the responsible business unit and corporate

reporting requirements

= Health Check reports
= Delivery Review materials

The Change Management Report was prepared
as per the operational framework requirements

= Change Management Report
= Evidence of distribution of the report to
management

The Assets Management Report was prepared as
per the operational framework requirements

= Asset Management Report
= Evidence of distribution of the report to
management

The Incidents Management Report was prepared
as per the operational framework requirements

= Incidents Management Report
= Evidence of distribution of the report to
management

The Security Management Report was prepared
as per the operational framework requirements

= Security Management Report
= Evidence of distribution of the report to
management

Applications or their additions/ changes were done
using the methodology or approach describe in
the operational framework

= Evidence of document preparation and
implementation of the operational application per
the steps described in the Operational Framework
= Project delivery checklist or evidence of a quality
review of applications to verify compliance with the
Operational Framework

The Change Management Report was prepared
as per the operational framework requirements

= Evidence of the regular preparation end
distribution of the report to the engagement
manager

Data on managed assets were maintained as per
contractual requirements

= Evidence of an asset management process linked
to inventory changes, assets list, regular update to
the asset list

Accuracy of assets management data was verified
as per the operational framework requirements

= Evidence of asset data analysis, cross-references
based on various information sources, etc.

The Assets Management Report was prepared as
per the operational framework requirements

= Evidence of the regular preparation end
distribution of the report to the engagement
manager

Applications Change Requests were documented
to facilitate their processing

= Evidence of a document or a database/ request
management tool record

Applications Change Requests were verified/
estimates prepared and approved by the client

= Evidence of a CGlI review or approval, approval
by client, signed forms, electronic approvals, e-
mails

Applications Change Requests were done,
verified, tracked and their implementation done as
per the OMF requirements

= Evidence of verification/ approval by CGI

= Acceptance testing if prescribed

= Change requests status report, transfer of the
requests to the change management process,
communications, e-mails
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Typical Provided Evidence

Release Packages were prepared, verified and
assembled before being authorized for distribution
and implementation in the production environment

= Evidence of verification and testing of releases as
per the OMF requirements

End users, support personnel and management
were informed about the release packages related
training, distribution and implementation plans

= Evidence of communications to the implicated
groups, e-mails, internal memos to end-users,
release packages documentation, as per the
OMF

Release Packages were approved by the client
and implemented in the production environment

= Evidence of release packages client approval as
per the OMF

Hardware installations were approved and tracked
by the responsible authorities

= Evidence of hardware installation requests and
their approval by the responsible authorities as per
the OMF

= Information transfers to change management and
configuration (assets) management processes

Software installations and distribution were
approved and tracked by the responsible
authorities

= Evidence of software installation/distribution
requests and their approval by the responsible
authorities

as per the OMF

= Information transfers to change management and
configuration (third party contracts) management
processes

Incidents were documented to facilitate their
processing

= Evidence of a document or a database/ incident
management tool record

Incidents were investigated and their resolution
documented as per the operational framework
requirements

= Evidence of a documented solution in a document
or a database/ incident management tool record

Incident corrections (or recoveries from incidents)
were processed as per the operational framework
requirements

= Evidence of temporary or permanent solutions
implemented, change requests preparation,
emergency incident corrections, etc.

Incident closing feedback was delivered to the
client

= Evidence of communication to client
representatives, computerized or manually
delivered, e-mails

The Incidents Management Report was prepared
as per the operational framework requirements

= Evidence of the regular preparation end
distribution of the report to the engagement
manager

Equipments were monitored and their
performance measured in compliance with the
SLAs

= Evidence of the application of performance
measurement mechanisms, information transfers
to the availability management process
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1

: Executive Summary
The State 0

f

requires the /
Information Technical Services Program ITSP) to have a
documented security plan. - has instructed its constituent organizations to commit the time,

funding and resources to maintain a current, executable security plan. The purposes of the

I B |7 services Security Plan are:

- To provide an overview of the security requirements of the program’s systems;

- Describe the controls in place or planned for meeting those requirements;

- Make recommendations on work that has yet to be done and where to focus efforts for
improvement;

- Communicate with Program and IT staff on the Program’s security posture, as a basis for
granting or denying user access.

2. Current State of ITSP Information Security

The major success factor in implementing IT Services Security is governance. The
authority for making and enforcing information security decisions for the Program rests with the
state of | i] and it is up to the State to exercise that authority. As the IT service provider
for the program, CGI will implement the State’s decisions and directives to protect the program’s
assets. This plan describes how CGlI is implementing those decisions so far, and how it will do
so in the future.

The focus of this plan is the protection of Personally Identifiable Information (PII). PII is
defined in the NIST Guide to Protecting the Confidentiality of Personally Identifiable
Information as:

Information which can be used to distinguish or trace an individual's identity, such as
their name, social security number, biometric records, etc. alone, or when combined with
other personal or identifying information which is linked or linkable to a specific
individual, such as date and place of birth, mother’s maiden name, etc.

The IT Services environment presents significant security challenges, mainly related
to its major organizational transition. The IT organization has invested heavily in security
processes and technologies to address these challenges and has been successful in doing so. The
Program has benefited from a consistent, thorough approach to security management, building of
awareness and implementation of in technologies. This plan provides recommendations for
extending this approach to address the risks presented by the transition.

Overall, the current environment has an effective combination of security technologies and non-
technical controls. The comprehensive security strategy and mix of safeguards are a good match
between the Program’s business requirements and the IT security risks it faces. The environment
has a wide variety of technical and non-technical controls, and employs a layered approach to
defense. This creates resiliency without over-reliance on any single technology.
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2.1. Plan Overview

The objective of the || Jij 1T Services Security Plan is to outline the management approach
for applying security measures that meet the expectations of the Program management, and the
state of |l The plan encompasses the applications used by the program, its network and
server environment, and the physical facility that houses it. Successful execution of the plan will
create a sound operating environment and will allow the Program to operate securely.

This document will be reviewed periodically according to the project schedule and updated as
needed. Lessons learned from continuing security management activities will be considered
throughout the life of the Program and used to improve the standards for applying and managing
security.

This security plan is divided into the following sections:
Scope and System Inventory — The systems and applications covered by the plan
System Environment and Conditions Impacting Security — Characteristics of the
environment and the Program that create security challenges
Security Controls — In-place and planned countermeasures
o0 Administrative Controls — Management and operational security measures
o Physical Controls — Measures for protecting the program’s physical environment
0 Technical Controls — Logical security measures
Noted Risks — Highlighted risks to be addressed as the plan is implemented
Plan Milestones — Major tasks for addressing the program’s risks

2.2. Scope of the IT Security Plan
The scope of this plan is the systems listed in the [ Review Inventory:

System/Svc OS Name Type OS Version Notes

eGrants, JRA, ADS Linux Physical 26 Linux Database Server

eGrants, JRA, ADS Linux Physical 26 Linux Database Sener

Data Warehouse Linux Physical 26 Business Objects Server Database

Data Warehouse Linux Physical 26 Business Objects Server Database

Email Windows Physical 2003 Domain Controller, Exchange2003

File Sener Windows  Physical 2003 Main File Share/TS Licensing Server

ADS, RAS, Microsoft Apps Windows  Physical 2003 SQL 2005 Senver

Sharepoint, BlueStreak, SQL |Windows Physical 2003 SQL 2000 Server

Sharepoint, BlueStreak, SQL |Windows Physical 2003 SQL 2000 Senver

ADS, RAS, Microsoft Apps Windows  Physical 2003 SQL 2005 Server

eGrants Linux Virtual 26 EGRANTS Back End Database

JRA Linux Virtual 26 Issue Tracker Web Front End

Active Directory Windows  Physical 2003 Domain Controller

eGrants Windows  Physical 2003 EGRANTS Front End Server

Blackberry Windows  Virtual 2003 BlackBerry Sener

JRA Solaris Physical 10 Issue Tracker Application Server

www.road2la.org Windows Virtual 2003 Road2la

Sharepoint Windows Virtual 2003 Microsoft SharePoint Administration

Sharepoint Windows Virtual 2003 SharePoint Server

Email / Webmail Windows Virtual 2003 Exchange OWA Front End Server

Data Warehouse Windows  Physical 2003 Oracle Server for eGrants and FTP Senver for letters

Blue Streak Windows Physical 2003 BlueStreak Application server.

ADS, RAS, Microsoft Apps Windows  Physical 2003 SharePoint/ComponentArt.Web Server

Blue Streak Windows Physical 2003 BlueStreak Application server.

Blue Streak Linux Virtual 26 Blue Streak web front end

Data Warehouse, Reporting  |Windows Virtual 2003 Oracle Server unknown applications.

Cirtix, HDS Windows 2003 Citrix Secure Client Gateway

Antivirus Windows 2003 McAfee AntiVirus Server
Security Plan June 4, 2009
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2.3.3. Laws & Regulations that Apply to ] 'T Services Systems

- Office of Management and Budget (OMB) Memorandums:
e M-03-22: Implementing the privacy provisions of the E-Government Act of 2002
e M-06-15: Required policy review for all agencies
e M-06-16: NIST checklist for protection of remote information
e M-06-19: Updated guidance on the reporting of security PIl incidents
- NIST publications:
e NIST Special Publication 800-18, Guide for Developing Security Plans for
Information Technology Systems, dated February 2006
e NIST Special Publication 800-37, Guide for the Security Certification and
Accreditation of Federal Information Systems dated May 2004
e NIST Special Publication 800-53, Recommended Security Controls for Federal
Information Systems, December 2007
- I ' T Services internal policies:
Acceptable Use Policy dated April 20, 2009 (Summary)

Computer Security Incident Response & Reporting Policy
Access Management Policy dated May 2009 (Summary)

Sanctions for Privacy Violations Policy dated May 2009 (Summary)
Wireless Acceptable Use Policy reviewed May 2009 (Summary)
Termination Policy dated May 2009 (Summary)

Backup Policy dated May 2009 (Summary)

Disaster Recovery Policy dated May 2009 (Summary)

Risk Management Policy reviewed 5-31-09 (Summary)

Security Awareness Training and Reminders Policy dated May 2009
Security Risk Management Procedure dated April 2009
Computer Incident Response Team Procedures reviewed May 2009
Log-In Monitoring Policy dated May 2009 (Summary)

Password Policy dated May 2009 (Summary)

Attachment to Password Policy — Techniques for Creating Secure Passwords

2.4. System Environment and Conditions Impacting Security

Physical re-location — The Program’s users have moved to new facilities in the last two months,
and will move again in the next two weeks. The data center has not moved, but the staff who
support it have relocated. New physical facilities were being added during the creation of this
report, so the physical environment is changing rapidly.

Change of contracting organizations — CGI has taken the place of Inner City Foundation (ICF)
as the primary IT contractor. CGI has rebadged the staff that supported this environment. The
transition has been successful, but its work is on-going, and creates extra pressure on the security
of the environment.
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The servers used by the IT Services applications, and most of the networking
equipment, are physically housed at the Venyu data center at

The workstations and printers, and some of the LAN equipment, are housed at the
CAC, which is occupied by. program staff and CGI IT personnel.

Physical access is managed by CAC staff, whom CGI has no direct control and little
transparency. While the building is closed to the general public, most areas of the building are
not segregated on an as-needed basis. The Venyu data center has effective physical security.

2.4.1. Sensitivity of Information

Program information is not classified or categorized, beyond “PII” and “non-PII”. The Program
has no current policy that requires such classification. Other application information, such as
financial records, would be harmful to Program clients and to the program if it were exposed.
This security plan does not attempt to include protections against such risks as financial fraud by
colluding internal staff.

2.4.2. Definitions of Security Risk Categories and Severities

Risks to information fall into three categories:
Confidentiality - The system contains information that requires protection from
unauthorized disclosure.
Integrity - The system contains information that must be protected from unauthorized or
unintentional modification, tampering or corruption.
Availability - The system provides services that must be available on a timely basis to
meet mission requirements.

Risks are prioritized according to their levels of harm and impact, and their likelihood. These
definitions are from the IT Services Program Security Risk Management Procedures
document, reviewed May 31, 2009.

The adverse impact of a security event can be described in terms of loss or degradation of any, or
a combination of any, of the following three security goals: integrity, availability, and
confidentiality. Integrity is lost if unauthorized changes are made to the data or IT system by
either intentional or accidental acts. If the loss of system or data integrity is not corrected,
continued use of the contaminated system or corrupted data could result in inaccuracy, fraud, or
erroneous decisions. Loss of availability occurs if an IT system is unavailable to its end users
and impedes the organization’s ability to fulfill its required function. Loss of system and/or data
confidentiality is the unauthorized, unanticipated, or unintentional access or disclosure of
information.
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3. System Security Measures

This section contains a description of the security measures that protect the confidentiality,
integrity, and availability of Program information. Some of these control measures are already
in place; some are planned, as described below. These control categories are derived from NIST
Special Publication 800-53, Recommended Security Controls for Federal Information Systems,
December 2007.

For each control measure identified below, specify whether the control is “In-Place,”
“Planned,” “In-Place and Planned,” or “Not Applicable.” Not Applicable describes a type of
control measure that is not needed, cost-effective, or appropriate for this system. A control that
may be appropriate but not cost-effective should be highlighted as management may disagree
during its review.

3.1. Management Controls

3.1.1. Security Assessment

Planned: To implement and fulfill the requirements that will allow the [|JJJJJJJj 1T Services
systems and networks to operate securely involves security control implementation and
subsequent security testing of each component. The CGI Director of Information Security will
collaborate with Program staff and all contractors and service providers to assist in the security
assessment of the system. The Director will prepare the system for the security testing and work
to resolve or mitigate Plan of Actions and Milestones findings resulting from the security testing.
Security assessment occurs every three years at a minimum or whenever major changes take
place to the system environment. The assessment effort is based on NIST sp800-53 and the
complete set of Program security policies. This control area also feeds into the monitoring
control portion the security plan.

3.1.2. Planning

In-Place: This control involves establishing a planning approach that involves creating a system
security plan and maintaining it. The Director of Information Security owns the planning effort.
This document is a central artifact of the planning effort, once approved and signed off by the
Program managers. A primary responsibility of planning will be to ensure documentation is
maintained according to the stated guidelines and updated as needed. Key Planning documents
will be updated as part of the security implementation. Planning control area documents are
considered living documents and must be maintained to reflect the current operating environment
of the systems, networks and applications.

3.1.3. Risk Assessment

An abbreviated risk assessment was conducted during the creation of this plan. The results are
included in the listings of current and planned controls, recommendations and remaining risks in
this document. A fuller risk assessment is planned after the completion of transition activities.
The expected completion date is September 31, 2009.
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The following applications were reviewed in order to design the risk assessment process:
eGrants

HDS - Home Owners Assistance Program
HGS - Small Rental

JIRA — Issue tracking

SharePoint

Database administrators

BlueStreak

Business Objects

Service Delivery

Access Management

Interviews: The security team conducted interviews with the staff responsible for applications,
networks, databases, security systems.

Transaction walkthroughs: Security team walked through a sampling of transactions for each
application, to understand the data flow and control points. The team also walked through some
basic administration functions, such as how users are added and removed from systems.
Documentation Review: The security team reviewed the Program’s security policies, system
documentation, access management artifacts, software documentation, and procedure documents.
Site visit: The security team visited the CAC and Venyu sites and reviewed physical access and
environmental controls.

System Characterization

The systems used by the Program are:
Applications

Databases

Operating systems

Networks

Physical locations
o The Venyu site at ||| | S houses the servers and most of the network
equipment.
o The CAC site at ||| houses the user workstations, a few servers, and
some switches.
e Some program work is done at some external sites by program business partners (loan
closing companies, title companies).

Data used by the Program’s systems:
Applicant information
Property information
Case information
Financial information
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- Sites that connect through Citrix are not under the control of the Information Security Office
- Move to new physical site creates adds potential for accidents and malfeasance

- Lack of documentation

- Applications have not been analyzed for vulnerabilities

Threat Sources

- Internal staff

- Computer criminals

- Adjunct staff, such as business partner staff

- Environmental threats, such as natural disasters

Control Analysis

Other System Evaluation Approaches

Periodic internal system reviews are conducted by the Security staff to identify possible areas of
concern. The reviews are documented and the findings are forwarded to the appropriate
personnel for action. Follow-up reviews are conducted to verify actions taken.

Review of Security Controls

The CGI Information Security Office is developing an ongoing audit and review program by
which systems and applications will be assessed for security compliance and vulnerabilities. The
expected completion date for this program is September 1, 2009.

Independent Security Review

An independent security review is planned for October 1, 2009, to be conducted by the State of
or its designee. The results of the review, with any identified weaknesses in the areas

of technical controls, security program documentation, risk assessment, security planning, and

system configuration, will be reviewed with management. Actions will be taken to address all

the areas of concern.

3.1.4. Workforce Controls

Access to Program applications requires that the user complete the following:
e A pre-employment criminal background check
e Security awareness training
e Authorization from the user’s Program area manager
e Authorization from the CGI Director of Information Security
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10.

11.

Sanctions for Privacy Violations Policy, dated May 2009, summarized in Appendix D:
Sanctions for Privacy Violations Policy, . This policy presents the sanctions (penalties) that
the [l 1T Services Program will apply for violations of the Information Technology
Acceptable Use policies. Program personnel can be subject to disciplinary action up to and
including termination.

Wireless Acceptable Use Policy, dated May 2009, summarized in Appendix E: Wireless
Acceptable Use Policy (Summary). This policy defines the standards, procedures and
restrictions for the procurement and use of wireless devices to access for the ||| '™
Services Program. The policy provides for the use of program resources in a secure and cost-
effective manner while protecting these resources and data from unauthorized use.

Termination Policy, dated May 2009, summarized in Appendix F: Termination Policy
(Summary). This policy defines each manager’s responsibilities for disabling access to
workstation and server access, data access, network access, email accounts, application user
accounts, when an employee is terminated.

Data Backup Policy, dated May 2009, summarized in Appendix G: Backup Policy
(Summary). This policy documents the Program’s guidelines for backing up, securely
storing and testing backups for information systems and electronic media systems that
contain PII.

Disaster Recovery Policy, dated May 2009, summarized in Appendix H: Disaster Recovery
Policy . This policy defines the Program’s commitment to creating a disaster recovery
regimen for restoring its systems if they are impacted by a disaster.

Risk Management Policy, reviewed May 31, 2009, summarized in Appendix I: Risk
Management Policy . The Risk Management Policy communicates appropriate behavior in
order to ensure the Confidentiality, Integrity and Availability of information stored on or
transmitted over the [ iij 1™ Services computer networks or telephony systems, and to
make certain Local, State and Federal Regulations are being followed.

Security Awareness Training and Reminders Policy, dated May 2009, reproduced in
Appendix J: Awareness Training & Reminders Policy (Summary) . The Security Awareness
Policy specifies how the Program’s guidelines for appropriate user behavior will be
communicated. The Program has developed, implemented and regularly reviews the formal,
documented program for regularly providing appropriate security training and awareness to
workforce members.

Log-in Monitoring Policy, dated May 2009, summarized in Appendix M: Log-In Monitoring
Policy (Summary). It lists the specific steps required for a secure log-in (e.g. no information
displayed before authentication, display of banner text, limit to number of unsuccessful login
attempts), logging of log-in attempts, detection of discrepancies, and user training on how to
log in.
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12. Password Policy, dated May 2009, summarized in Appendix N: Password Policy
(Summary). It lists the constraints and complexity requirements that are enforced on
Program passwords.

13. Attachment to Password Policy — Techniques for Creating Secure Passwords, reproduced in
Appendix O: Techniques for Creating Secure Passwords. It lists instructions for users on
how to create passwords that are unique, secure and easy to remember.

3.3. IT Services Security Procedures

The IT Services security procedure upon which all the others are based is the
Security Risk Management Procedure, dated April 2009. It is embedded at and quoted
extensively here.

Most security-related procedures use the Program’s Access Management Form (AMF). The
AMF is used for changes to user access, user account creation and termination, network
connections and hardware. The AMF prompts the user to enter required information based on
the user’s stated needs. It includes a section for the business justification of the requested change.
Its basic workflow follows the pattern below. Variations of this procedure are used for a wide
variety of IT tasks. For the most part, the process is consistent and well-documented. It appears
to satisfy the business areas without overburdening the information security and technical areas.

When a business manager makes a request for application access through the AMF, the screen
form displays the following text:

The AMF System is strictly monitored. Once this form is submitted, Information
Security will record and review all actions taken, including items selected, data
completed and author. By submitting this form you agree to these terms and are subject
to interrogation by an Information Security Officer.

The form has a checkbox labeled, ‘I approve the information in this form,” and a free text box for
justification of the requested access.
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Acquisition specifications

In-Place

For commercial, off-the-shelf applications, security
requirements are identified and included in the
acquisition specifications. Formal technical,
administrative, physical, and personnel security
requirements were included in specifications for the
acquisition or operation of information technology
installations, equipment, software, and related
services.

IT products are evaluated by CGI prior to request for
procurement. During the evaluation, the
technologies are tested for vulnerabilities and
reviewed for compliance with security requirements.
For example, CGI requires that applications support
the use of Active Directory.

Acquisition process

Planned

The following acquisition-related tasks would

improve the [l 1T Services security posture:

- Development of security requirements with
associated evaluation and test procedures before
the procurement action.

- Inclusion of security requirements and test
procedures in solicitation documents.

Inclusion of provisions for updating security

requirements as new threats and vulnerabilities are

identified and as new technologies are implemented.

Design review

In-Place

CGl staff have reviewed the security designs and run
tests on each Program application. Review and tests
consisted of a compliance verification of the system
configuration with established guidelines identified
in the appropriate Security Compliance Checklist
(Attachment 4). In addition, Information Security is
developing an Audit and Review program that will
include scheduled periodic system and application
reviews and testing. Expected completion date is
Aug. 31, 20009.

Configuration management

In-Place

CGl has developed a Configuration Management
process that includes reviewing, testing and tracking
modifications made to systems and applications.
See 3.4.2 for details.
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User IDs used in In-Place | User accountability is enforced by application and

accountability controls system audit functions. Actions associated with
each user account, including Internet activity, are
logged in an audit file.

Two-factor authentication Not The Program’s systems do not use hardware tokens

applicable | or biometrics for user authentication. No

requirement for them has been identified.

Password entry obscured In-Place | Passwords are masked (hidden from view) on the
input screen when a user is logging into the system.

Limit to unsuccessful login In-Place | After three unsuccessful login attempts, the user

attempts account is disabled.

Mechanism for password In-Place | The user must contact the system administrator in

reset person to have the account enabled. CGI Access
Management staff verifies the identity of the user
with the user’s manager, prior to enabling the
account.

Default user accounts In-Place | All system default accounts are either changed or

disabled removed from each system prior to operation.
When a system undergoes a modification, the
system administrator verifies that the default
accounts are configured correctly.

Login screen warning banner | In-Place | The IT Services network implements

screen warning banners at the client level. Each
node connected to the network is configured to
display a system warning banner identifying the

following guidance and notice:
“INSERT LOGON BANNER TEXT.”

Removal of the above message from the screen
requires that the user press a key to continue,
acknowledging the warning. This banner has been
approved byh IT SERVICES
APPROVAL AUTHORITY.
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Firewall rules / ACLs

In-Place

Firewall rulebases, tunnels and access lists are
managed by NTG, who execute change requests from
the Services Delivery area. NTG has a list of
authorized || ij 1T Service staff who may
request changes.

As an example of the balancing of security and
business needs, the Information Security Office
allows the GoogleTalk instant message application
through the firewall. Program users can request
access, stating their business need for it, and if
accepted, CGI IT staff will install the GoogleTalk
client. Users cannot install the software themselves.

Business partner access

In-Place

HGI is restricted to 4 IP they can reach, inside the
Program network. The IPs are for file servers and the
data warehouse.

VPN access

In-Place

VPN access is controlled through user profiles, which
are managed by the Information Security Office,
using the Access Management Form. It features
strong audit support.

Citrix access is restricted via excluded address
ranges, such as addresses from China.

Internal network

In-Place

The |l 1T Services network staff has
implemented the following internal network security
measures:

- Unused switch ports are disabled. If an attacker
were to enable an unused port and plug in a
device, the change would be flagged and network
staff would receive an alert.

- Network staff would receive an alert of a rogue
laptop were plugged into the internal network.

- Switches operate in failover mode, with auto-
rollover.

- Core devices use SSH for maintenance.

- Most MAC addresses are locked down.

Internal network

Planned

- Some core devices use telnet for maintenance,
which is less secure than SSH. Changing this
requires an 10S upgrade.

- When the transition is complete, network staff
will implement port security. Currently, there is
too much turnover of staff and equipment to use
it.
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3.6. Planned Implementation of Security Tools

Planned: The Information Security Office has expressed the need for several new tools, listed
below. These are generally classified as auditing tools, but they are very useful for
troubleshooting and day-to-day management.

- Hyena - This tool displays the entire contents of an Active Directory instance. It is used
for managing object properties, searching, reporting and auditing. It includes
functionality for managing Windows domains, groups, shares, devices, and events.
Status: Acquisition is progress. The product has not yet been delivered or implemented.

- Total Network Inventory — Tool to enumerate network filesystem shares, looking for
illegal or hazardous files.

Status: Acquisition is progress. The product has not yet been delivered or implemented.

- SAINT - A network vulnerability scanner and penetration testing tool.

Status: The Information Security Office is negotiating this request with management.

- CORE Technologies Hawk-1 — A tool for network asset identification, vulnerability
scanning, and tracking policy compliance.

Status: The Information Security Office is negotiating this request with management.

- License-checking tools, such as Microsoft System Center Configuration Manager,
VMWare LMTools or HP Quick Test Pro
Status: Primary selection stages

- Oracle GRID for the DBAS, to monitor database use and performance
Status: Purchase has been requested

In the past the Information Security Office used the TRACE product. In addition to its
shortcomings (many false positives), it is now off maintenance.

4. Noted Risks

Governance Risk — For the IT Services security program to work effectively, the
State of must buy in to it. As an initiative by a service provider (CGl), the security
program will not ultimately succeed, regardless of the investment of technology and staff.
Mitigations in place: The Information Security Office is in constant contact with Program
management, communicating its overall security strategy and day-to-day security decisions.
Planned mitigations: When the transition activities are complete and the organization has
arrived at a steady state of operations, the State of [JJj must use its position as the ultimate
authority over Program security to endorse the Information Security Office and marshal the
support of all State managers and workforce.
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Organizational Risk — Information security duties are divided across State of || staff.
CGl personnel, and others from other companies. Information Security Office has no authority
or leverage for ensuring the proper people are hired or that their skill levels are maintained, that
they are motivated, or to direct their work.

Mitigations in place: From CGI’s position as a partner to the State, the Information Security
Director works with State management staff to set goals and priorities and make
recommendations towards meeting those goals.

Planned mitigations: The Information Security Office will continue to focus on communication
with State management and staff.

Risk from Transition — The Program is changing physical facilities and contracting companies
at the same time. There are many staffing changes going on, and anecdotal evidence suggests
that communications concerning employee transitions are not good.

Mitigations in place: The Information Security Office is putting extra effort into
communications during the transition. Other short-term measures are unlikely to pay off in the
brief period before the next relocation.

Planned mitigations: The Information Security Office is using the transition period to its
advantage, cleaning up and re-organizing user accounts, groups and roles. This work removes
temporary and redundant 1Ds, eliminates excess accumulated user privileges.

Risk of Accumulation of User Privileges — The Information Security Office has made a large
investment in time, cleaning up over 3000 user accounts. There is still a risk that users have
more access than they should.

Mitigations in place: The Information Security Office has completed a re-organization and
record-by-record review of all user accounts.

Planned mitigations: In the long term, an integrated identity management system would allow
managers to review all of a user’s rights in one place.

Risk of P11 in Email — Controls are in place to capture and quarantine messages containing
obvious PII such as social security numbers, and to sanction users for violations. These controls
have some benefit, but they require large amounts of staff time to release improperly quarantined
messages, and a motivated user can circumvent them. Ultimately the only effective measure is
proper user procedures. The email system is accessible through the Outlook web interface.
Mitigations in place: This risk is addressed through training and communication. Users are
notified that their email messages are monitored and reviewed, which has some preventive
benefit.

Planned mitigations: The Information Security Office will continue to focus on user awareness
and communication.
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Risk from the Large Size of the Oracle Database — The database used by the eGrants and
JIRA applications occupies a large amount of storage (more than 6TB). This limits CGI’s
options for securing it.

Mitigations in place: The Information Security, Database and Service Delivery areas have
explored all available alternatives and settled on the current state as the best available in cost-
benefit terms.

Planned mitigations: The eventual upgrade to Oracle 11 may present additional alternatives.

Risks from MS-Office Files Stored in the Database — Several applications support the storage
and retrieval of binary files, including MS-Office files, which are attached to application records.
These files are prone to contain malicious content. An infected file could be stored intentionally
or unintentionally by a user, and when opened would release its content inside the Program’s
network.

Mitigations in place: This risk is mitigated by the on-file-open virus protection installed on the
Program’s workstations.

Planned mitigations: Two additional measures would be to implement a programmatic call to
an anti-virus program to scan the files before they are loaded into the database, and to
programmatically exclude executable files, such as .exe and .vbs files.

Risks from Access Control in Third-Party Applications — Many of the program’s applications
are COTS software with minor customizations. They use out-of-the-box sets of user roles and
groups, and these often do not fit the Program’s structure of staff duties. The result is that
administrators must grant excessive privileges to users, in order to give them enough access to do
their jobs.

Mitigations in place: Program staff have re-structured some tasks and duties to fit the available
access control structures.

Planned mitigations: Negotiate with vendors for enhancements in future software releases.

Risks from Hard-Copy PIl — The Sanctions for Privacy Violations Policy, lists the following
directives on the handling of printed PII:
The Security Director will report inappropriate access of hard copy PII to the
I /I designated representative, and sanctions will be applied by the
Contractor, as stated in the policy.
- The policy names the following actions as eligible for sanctions:

- Improper disposal of PII

- Improper protection of records or other PII

- Leaving records on a desk or where otherwise accessible by unauthorized

individuals.
- Leaving any documents that contain PII in inappropriate areas

Despite the controls that are in place, it is extremely difficult to detect or prevent a user mis-
handling paper, so the risk remains high. For example, there are many fax machines in the
building.
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Mitigations in place: The CGI Security Director stresses proper handling of printed P1I during
security awareness training, and in follow-up bulletins. The CAC building has lockboxes for
shredding next to most of the high-capacity printers. For example, in the HGI support area, a
posted large-print notice states, “Please note that due to personally identifiable information (PII)
left on the copy machine, sheets will be discarded every hour.”

Planned mitigations: Unknown

Risk from Lack of an Information Management Policy — The Program’s policy coverage is
very good. It would benefit from an information management policy. Such a policy would
specify how the Program will create, store, retrieve and dispose of information. It would apply
to (e.g.) applicant and non-applicant data, emails, employee records.

Mitigations in place: Elements of a policy are in place in different documents and business
practices.

Planned mitigations: Unknown. Creation of a policy would require a commitment from the

state of |||

Risks from Technical Staff Access to Production Data - Developers and DBAs have access to
application data, including PII. They require this access for application maintenance and
troubleshooting.

Mitigations in place: There are no reasonable mitigations available.

Planned mitigations: Oracle 11 may have enhancements that mitigate this risk.

Risks from External Access Through Citrix - External users accessing Program applications
through Citrix come from environments that are not under the control of the Information Security
Office. The hygiene at these external environments is unknown.

Mitigations in place: Some known-risk domains (such as China) are explicitly excluded from
initiating Citrix connections.

Planned mitigations: The Information Security Office is acquiring network sniffing and
analysis tools that will provide visibility into Citrix activity, along with other network traffic.
They will use these tools to detect and block improper activity on high-risk channels such as
Citrix connections.

Risks from Connections to Program Partners - The Program’s business partners (SBA, HGI,
First American) have limited access to the Program’s network, but their access is not well
segregated. The Program has no control over the security at these external sites. Some of these
sites, such as ICS, are changing status through the organizational transition.

Mitigations in place: Unknown

Planned mitigations: The Director of Information Security plans to implement network traffic
analysis tools that would segregate out traffic from these Program partners, and detect patterns of
misbehavior being carried out by using these connections.

Security Plan June 4, 2009
Page 46 of 70 v1.0



Physical Access Risks - Access within the CAC facility cannot be restricted by badge. Letting a
person past the front door gives him or her access to the entire building, except for the Document
File Area, the network operations areas which has a keypad, and the data center. Staff entry and
exit are not electronically logged.

Mitigations in place: Some informal controls (Do Not Enter signs) are in place.

Planned mitigations: This risk will be revisited when transition work is complete.
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Plan Milestones

- Complete transition-related work

- Complete risk assessment for post-transition environment

- Complete internal audit and review of security controls

- Complete independent audit and review of security controls
- Work on gaps

- Implement planned tools

- Implement planned controls
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Appendix B: Computer Security Incident Response & Reporting
Policy, (Summary)

w

Purpose
The purpose of the Computer Security Incident Response Policy is to communicate

appropriate behavior in order to not only ensure the Confidentiality, Integrity and
Availability of information stored on or transmitted over the
computer networks or telephony systems, but also make certain Local, State and Federal
Regulations are being followed

NOTICE OF AUTHORITY

As the primary IT services contractor for
(" CGl is authorized by to specify, communicate
and monitor THE PROGRAM WIRELESS ACCEPTABLE USE
POLICY and the INFORMATION TECHNOLOGY ACCEPTABLE USE POLICY
(collectively, *“Policies”), based on policy requirements provided by
Enforcement of the Policies is the responsibility of through the assistance of
CGl. All contractors are required to provide that all staff members are
educated on the Policies, and are responsible for providing that employees and
subcontractors comply with the Policies.

POLICY

The Information Security Department has organized and maintains a Computer Security
Incident Response Team (CSIRT) that will be the | lij Program’s primary
coordinator of security incident reporting and response. The (CSIRT) provides
accelerated notification, damage control, and problem correction services when a security
incident occurs. The (CSIRT) includes the Information Security Director and other
professionals as deemed necessary. The specific responsibilities and scope of the
(CSIRT) is defined in the (CSIRT) Procedures document.

Team members have an easy to use and effective process for reporting security incidents.
All team members are regularly made aware of this process.

A team member must not prevent another member from reporting a security incident.
The (CSIRT) must appropriately respond to all security incidents that are reported to it
via the security incident reporting process.

When responding to an incident, the (CSIRT) must take all appropriate actions to ensure
that the confidentiality, integrity, and availability of information systems have not been
compromised.

When evidence shows that a [ ilij Program information system has been subject to
a security incident, an investigation must be conducted by the [ ij Program
(CSIRT). Such investigations should provide sufficient information to ensure that:

- Vulnerabilities that lead to the incident(s) are identified.

- Appropriate security controls are established to mitigate the above vulnerabilities.
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- The (CSIRT) must create and document formal guidelines on security incident
evidence collection. These guidelines must be regularly reviewed and revised as
necessary.

- For purposes of analysis and possible prosecution, the Information Security Officer

for Program must collect appropriate evidence regarding security

incidents.

- Information System Security for the Program effectively detects and
responds to security incidents in order to protect the confidentiality, integrity, and
availability of its information systems.
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Appendix C: Access Management Policy (Summary)

no

The ||l Program has a formal, documented process for granting, tracking,
logging, reviewing and revising users’ access to PII.

Users are not allowed access to information systems until they are properly authorized.
The type and extent of access they receive will be based on risk analysis, taking into
account the importance of each application, the value and sensitivity of its PIl, and
connections to other systems.

Program system owners or their formally designated delegates
must define and authorize all access to systems containing PII.

Only users who need access to PII in order to perform a specific job function will be
granted access.

workforce members must not attempt to gain access to systems containing PlI
for which they do not have proper authorization.

This policy applies to all business units and contractors that use or disclose PII for any
purpose.
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Appendix D: Sanctions for Privacy Violations Policy, (Summary)

This policy specifies the guidelines for discipline of || Jij workforce members, and
recommended sanctions for policy violations. It states, in summary:

1. [ users’ activities will be logged and audited.

2. Each contractor is responsible for their team members’ access, and for the execution of
sanctions, which are stated in the policy.

3. The Security Director will report violations of the Acceptable Use policies to the [ /

designated representative.

4. The Security Director will report inappropriate access of hard copy PII to the- /
- designated representative, and sanctions will be applied by the Contractor, as stated
in the policy.

5. The policy names the following actions as eligible for sanctions:
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Nature of the
Violation

Examples of Violations

Recommended Sanction

1. Accidental or
incidental access
or disclosure of

(PIN).

Failing to sign off a given computer terminal

containing PIl when not using it

Accessing own record in computer system

Accidental misdirection of fax, mail or email of

confidential information

Improper disposal of PlI

Improper protection of records or other PlI

0 Leaving records on a desk or where
otherwise accessible by unauthorized
individuals.
0 Leaving any documents that contain PII

in inappropriate areas

Not properly verifying individuals by phone, in

person or in writing

Verbal discussions including confidential

information in inappropriate locations (i.e.

elevators, cafeteria, etc.)

Inappropriate use of the internet can include but

is not limited to surfing, messaging, or

excessive use of personal email, streaming or

inappropriate use of network resources

1% Offense

Documented review and
retraining on policies that
address access, use and
disclosure of confidential
information.

2" Offense

Additional documented
training and education and
verbal warning.

3" Offense
Training and written
warning.

2. Unacceptable

4 (Four) or more documented accidental or

Final Warning

number of incidental violations in a 12 month period Discharge from [
previous 5 (Five) or more documented accidental or Program
accidental or incidental violations in a 12 month period

incidental

violations.

3: Pu_rposeful Using another user’s access code 1% Offense _
violation of the IT Sharing personal access code with another Documented Final
Acceptable Use person Warning

policy without Accessing the record of a client without having |

disclosure of Pll, a |eg|t|mate reason to do so 2" Offense

I.e. Inappropriate Intentional surfing of pornographic web sites Discharge from [l

Internet activity
in violation of the
HR Sexual
harassment policy

I Program
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4. Purposeful e Deliberate disclosure of PII to unauthorized 1* Offense
violation of IT individual or company Discharge from [
policies with e Sale of PIl to any source I Program
associated e Any uses or disclosures that could invoke harm
potential to do to a client or The ||} Program.
harm.
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Appendix E: Wireless Acceptable Use Policy (Summary)
PURPOSE

The purpose of this policy is to define the standards, procedures, and restrictions for the
procurement and ongoing use of wireless devices for the Program. The goal of this
policy is to provide for the use of program resources in a secure and cost effective manner while
protecting these resources and data from unauthorized use.

SCOPE

This policy applies to all Blackberries, mobile phone, wireless internet or other wireless devices
procured for the || lj Program. Users authorized to use privately owned personal
wireless devices are also subject to this policy. This policy applies to all Program
staff currently using, or planning to use, wireless-based technology to access the Program’s data
and networks.

NOTICE OF AUTHORITY

As the primary IT services contractor for
(‘ CGl is authorized by to specify, communicate and
monitor THE PROGRAM WIRELESS ACCEPTABLE USE POLICY and the
INFORMATION TECHNOLOGY ACCEPTABLE USE POLICY (collectively, “Policies”),
based on policy requirements provided by Enforcement of the Policies is the
responsibility of through the assistance of CGI. All contractors are
required to provide that all staff members are educated on the Policies, and are responsible for
providing that employees and subcontractors comply with the Policies.

POLICY AND APPROPRIATE USE GUIDELINES

1. All Users are subject to THE ||l PROGRAM 1.T. ACCEPTABLE USE
POLICY.

2. All hardware, software, and related components that provide wireless-related
connectivity for the | ij Program will be managed by Information
Technology.

3. Authorization for individual user access to the [ ij Program network,
hardware, software, and related components must be requested from and granted by
the Information Security Office.

4. The installation and use of wireless-related hardware, software, and related
components not approved by the Information Security Office is not allowed.

5. Inorder to provide reliable and secure services, Information Technology will only
support, provide access, and e-mail redirection from the ||l Blackberry
Enterprise Server.

a. Redirection of e-mail that does not utilize the || iij Blackberry
Enterprise Service will not be supported.

Security Plan June 4, 2009
Page 56 of 70 v1.0



b. The IT Technical Services Department will not provide technical support for
third-party wireless hardware or software, or any other unapproved remote e-
mail connectivity solutions.

6. Any user connected to the || i Program’s network via a
BlackBerry or other wireless device or service is responsible for ensuring that all
components of his or her wireless connection remain secure.
I P rogram personnel using BlackBerry devices and services will, without
exception, use secure remote access procedures.

a. The secure remote access procedures will be enforced per the terms of THE
PASSWORD POLICY.

b. Users agree to never disclose their passwords to anyone.

8. Users are responsible for properly securing all [l handheld and related
portable devices, assigned to the User, at all times.

9. All wireless devices Users must immediately report to The || ilij 1T Helpdesk
any damage, loss, theft, unauthorized access, or related circumstances.

a. When such notification is received, the IT Helpdesk will timely notify IT-
Technical Services, IT-Information Security and/or Physical Security as
appropriate.

10. The forwarding of | lij e-mail communications to a personal wireless device
is prohibited.

a. The initial request for an exception to this policy must be made by the user to
the

b. Subject to approval, a final decision regarding a request for an
exception will be made by Director of Information Security.

wireless devices are to be used for business purposes; excessive personal
use is prohibited.

a. The user agrees to pay for any applicable personal charges within thirty days
of notice by

12. Users are responsible for returning wireless devices issued for the |||l
Program within 48-hours of such a request.

13. Wireless devices, or personal wireless devices set to receive forwarded
Program e-mail communications, are subject to manual or electronic inspection at any
time.

11.
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Appendix F: Termination Policy (Summary)

Purpose The purpose of the Termination Policy is to communicate appropriate
behavior in order to not only ensure the Confidentiality, Integrity and Availability of information
stored on or transmitted over the computer networks or telephony
systems, but also make certain Local, State and Federal Regulations are being followed

NOTICE OF AUTHORITY

As the primary IT services contractor for
(‘ CGl is authorized by to specify, communicate and monitor The
Termination Policy based on requirements provided by Enforcement of
the Policies is the responsibility of through the assistance of CGI. All
contractors are required to provide that all staff members are educated on the Policies, and are
responsible for providing that employees and subcontractors comply with the Policies.

Policy The Program has created and implemented a formal, documented process for
terminating access to Protected Identifiable Information when the employment of a workforce
member ends. It is the policy of The Program that when a workforce members
employment ends, their information systems privileges, both internal and remote, must be
disabled or removed in a timely manor. The Program information system privileges
include, but are not limited to, workstation and server access, data access, network access, email
accounts, application user accounts.

Procedures Upon the termination or resignation of any employee, contractors
shall utilize their specific Human Resources procedures and will also be required to submit a
Termination Form to the IT Security Team via the Access Management Form (AMF). This
request includes disabling of systems access and instructions for the disposition of existing email
and voicemail accounts.

Termination Forms must be submitted at least 1 business day prior to exit date (if possible). The
IT Security Team should ensure that all processes associated with the Termination request are
performed by midnight of the employee’s exit date.

It is the responsibility of each program contractor’s management to ensure that any outstanding
voicemail messages and emails are captured prior to the employees’ exit date and addressed
within 48 hours after the exit. Additionally, applicant advisor reassignment should occur within
48 hours of exit.

Contractor Management should ensure that all | ij Property is collected from each
exiting employee prior to the exit date. Contractor Management will coordinate with IT to
properly log the return of the equipment. This includes, but is not limited to:

e ID badge, access cards, keys

e Laptop computer, BlackBerry, cell phone, air card, camera, GPS

The policy goes on to quote The [|lf Managers Guide to Access Management for the
exact steps for requesting the IT organization to disable a user’s access.
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Appendix G: Backup Policy (Summar
I. Purpose: This policy reflects the Program’s commitment to have
a formal documented process for backing up appropriate data on the ||| N
Program information systems containing PII.
NOTICE OF AUTHORITY: As the primary IT services contractor for
(¢ CGl is authorized by
to specify, communicate and monitor THE PROGRAM, Data
Backup policy is based on requirements provided by Enforcement of the
Policies is the responsibility of through the assistance of CGI. All
contractors are required to provide that all staff members are educated on the Policies, and
are responsible for providing that employees and subcontractors comply with the Policies.
1. POLICY: The Program information systems and electronic media are
regularly backed up and securely stored. Backup and restoration procedures for defined
systems are regularly tested.
IvV. DEPARTMENTS AFFECTED: All || T contractors and sub-
contractors.
V. DEFINITIONS:
Workstation means an electronic computing device, for example, a laptop or desktop
computer, a mobile device or any other device that performs similar functions, and electronic
media stored in its immediate environment.
Backup means creating a retrievable, exact copy of data.
Restoration means the retrieval of files previously backed up and returning them to the
condition they were at the time of backup.
VI. GUIDELINES:
A. Backup copies of electronic media and information systems are made regularly. This includes
both PII received and created by The |l Program. Backups are also preformed for

mobile media, provided the users, use their network drives to save a final or copy of data
stored on local or mobile memory media.

B. Information systems and electronic media for which this policy applies include, but are
not limited to, computers (both desktop and laptops), floppy disks, backup tapes, CD-
ROMs, zip drives, portable hard drives and mobile technology.

C. The program adequately back’s up systems that reasonably ensure that all P11 can be
recovered following a disaster or media failure. These systems are regularly tested.

D. Backup of PIl on identified information systems and electronic media, together with
accurate and complete records of the backup copies and documented restoration
procedures, are stored in a secure remote location.

E. Backup copies of Pll stored at secure remote locations are accessible to authorized team
members for timely retrieval of the information.

F. The backup media containing PII at the remote backup storage site is given an
appropriate level of physical and environmental protection consistent with the standards
applied physically at The ||i] Program.

G. Backup and restoration procedures for electronic media and information systems are
regularly tested to ensure that they are effective and that they can be completed within a
reasonable amount of time.
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H. This policy shall be reviewed annually to determine if the policy complies with current
Security regulations. In the event that significant regulatory changes occur, the policy
shall be reviewed and updated as needed.
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Appendix H: Disaster Recovery Policy (Summary)

I. Purpose: This policy reflects The Program’s commitment to implement a disaster
recovery plan to recover its information systems if they are impacted by a disaster.

Il. NOTICE OF AUTHORITY

I1l.  As the primary IT services contractor for
(I CG! is authorized by to specify, communicate and monitor THE
PROGRAM; Disaster Recovery Policy is based on policy requirements provided
by Enforcement of the Policies is the responsibility of through the
assistance of CGI. All contractors are required to provide that all staff members are
educated on the Policies, and are responsible for providing that employees and subcontractors
comply with the Policies.

IV. Policy: The Program has created and documented a disaster recovery plan to recover
its information systems if they are impacted by a disaster. The plan is reviewed regularly and
revised as necessary.

V. The recovery plan includes but is not limited to:

e The conditions for activating the plan.

« Identification and definition of The || ilj Program workforce member
responsibilities.

e Resumption procedures (manual and automated) which describe the actions to be taken to
return The Program information systems to normal operations within
required time frames.

e The order in which information systems will be recovered.
o Notification and reporting procedures.

o Procedure(s) for allowing appropriate employee’s physical access to The
Program facilities so that they can implement recovery procedures in the event of a disaster.

V1. All appropriate The || lij Prooram workforce members must have a current copy of the
plan and an appropriate number of current copies of the plan must be kept off-site.

VII. Scope/Applicability: This policy is applicable to all departments that use or disclose
electronic Protected Identifiable Information for any purposes.

VIII. This policy’s scope includes all Protected Identifiable Information.
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Appendix I: Risk Management Policy (Summary)

CGI/ Prooram has implemented security measures that reduce the risks to its information
systems containing PII to reasonable and appropriate levels. Selection and implementation of such
security measures is to be based on a formal, documented risk management process. CGI

Program conducts risk management on a continuous basis and all selected and implemented security
measures ensure the confidentiality, integrity and availability of CG| | ] Program information
systems containing PII.

Purpose:

The purpose of the Risk Management Policy is to communicate appropriate behavior in order to not only

ensure the Confidentiality, Integrity and Availability of information stored on or transmitted over the
computer networks or telephony systems, but also make certain Local, State and

Federal Regulations are being followed

NOTICE OF AUTHORITY:

As the primary IT services contractor for

(" CGl is authorized by to specify, communicate and monitor THE
PROGRAM WIRELESS ACCEPTABLE USE POLICY and the INFORMATION
TECHNOLOGY ACCEPTABLE USE POLICY (collectively, “Policies”), based on policy requirements
provided by Enforcement of the Policies is the responsibility of | il through the
assistance of CGI. All contractors are required to provide that all staff members are educated
on the Policies, and are responsible for providing that employees and subcontractors comply with the
Policies.

Policy:
1. CGI Program has implement security measures that reduce the risks to its information
systems containing Pl to reasonable and appropriate levels.

2. Selection and implementation of such security measures are based on a formal, documented risk
management process. CG I/l Program’s risk management process includes the following:
e Assessment and prioritization of risks to CG I/ i Program information systems
containing PII.
e Selection and implementation of reasonable, appropriate and cost-effective security measures to
manage, mitigate, or accept identified risks.
o CGI/ Program has implemented workforce member training and awareness on
implemented security measures.
e Regular evaluation and revision, as necessary, of CG |/ ij Prooram’s security measures.

3. CGI/ Program manages risk on a continuous basis and all selected and implemented
security measures ensure the confidentiality, integrity and availability of CG | | i Program
information systems containing PIl. Strategies for managing risk are appropriate with the risks to such
systems. One or more of the following methods are used to manage risk:

e Risk acceptance

e Risk avoidance

e Risk limitation

e Risk transference
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4. CGI

Program’s risk management process is based on the following steps:
Inventory. CGI Program conducts a regular inventory of its information systems
containing PII and the security measures protecting those systems. CG /| ] Program is
able to identify its information systems and the relative value and importance of those systems.
Risk prioritization. Based on the risks defined by CG /|| i Program’s risk analysis,
risks is prioritized on a scale from high to low based on the potential impact to information
systems containing PIl and the probability of occurrence. When deciding what CGI

Program resources should be allocated to identified risks, highest priority must be given to those
risks with unacceptably high risk rankings.

Method selection. CG I/ lj Program will select the most appropriate security methods
to minimize or eliminate identified risks to CG | || fij Program information systems
containing PII. Such selections are based on the nature of a specific risk and the feasibility and
effectiveness of a specific method.

Cost-benefit analysis. CG|/jjlj Program identifies and defines the costs and benefits
of implementing or not implementing specific security methods to the best of their ability.
Security method selection. Based on its cost-benefit analysis, CG | || i Program
determines the most appropriate, reasonable and cost-effective security method(s) for reducing
identified risks to CG || i} Program information systems containing PIL.

Security method evaluation. Selected security method(s) are regularly evaluated and revised
as necessary.

Scope/Applicability:

This policy is applicable to all business units that use or disclose protected identifiable
information for any purposes.

This policy’s scope includes all electronic protected identifiable information, as described in Definitions

below.
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Appendix J: Awareness Training & Reminders Policy (Summary)

l. PURPOSE
The purpose of the Security Awareness Policy is to communicate appropriate behavior in
order to not only ensure the Confidentiality, Integrity and Availability of information
stored on or transmitted over the computer networks or
telephony systems, but also make certain Local, State and Federal Regulations are being
followed.

1. NOTICE OF AUTHORITY

As the primary IT services contractor for
SRR CeT T etthorized by

to specify, communicate and monitor THE PROGRAM WIRELESS
ACCEPTABLE USE POLICY and the INFORMATION TECHNOLOGY
ACCEPTABLE USE POLICY (collectively, “Policies”), based on policy requirements
provided by Enforcement of the Policies is the responsibility of
through the assistance of CGI. All contractors are required to provide that all
staff members are educated on the Policies, and are responsible for providing that
employees and subcontractors comply with the Policies.

1. DEPARTMENTS AFFECTED:

All departments that use or disclose PII for any purposes.

I1. GUIDELINES:

A.  Each workforce member who has access to The || ij Program information
systems understands how to protect the confidentiality, integrity, and availability
of the systems.

B.  The||ll Program has developed, implemented, and regularly reviews the
formal, documented program for regularly providing appropriate security training
and awareness to workforce members.

C. All workforce members are provided with sufficient regular training and/or
supporting reference materials to enable them to appropriately protect information
systems. Such training includes, but is not limited to:

1. All appropriate information security policies, procedures and standards.

2. The secure use of information systems (e.g. log-on procedures, allowed
software).

3. Significant risks to information systems and data.

4, Legal and business responsibilities for protecting its information systems
and data.

5. Security best practices (e.g. how to construct a good password, how to
report a security incident).

D. Business associates or sub-contractors are informed of security policies and

procedures on a regular basis. Such awareness occurs through contract language
or other means.

E. All information security policies and procedures are readily available for
reference and review by appropriate team members, business associates, sub-
contractors, and third-party workers.

Security Plan June 4, 2009
Page 64 of 70 v1.0



F. All workforce members responsible for implementing safeguards to protect
information systems receives formal training that enables them to stay abreast of
current security practices and technology.

G. The Program regularly trains and reminds its workforce members

about its process for guarding against, detecting, and reporting malicious software

that poses a risk to its information systems and data. At a minimum, The

- Program protection from malicious software training and awareness covers

topics including, but not limited to:

1. How to identify malicious software.
2. How to report malicious software.
3. How to avoid downloading or receiving malicious software.
4. How to identify malicious software hoaxes.
H. The Program regularly trains and reminds its workforce members

about its process for monitoring log-in attempts and reporting discrepancies.

l. The Program regularly trains and reminds its workforce members
about its process for creating, changing and safeguarding passwords.

J. All team members receive appropriate computer security training before being
provided with access or accounts on The || ij Program information
systems. After such training, each employee verifies that he or she has received
the training, understood the material presented, and agrees to comply with it.

K. In addition to providing regular information security awareness, The
Program provides security information and awareness to all of its workforce
members when any of the following events occur:

1. Significant revisions to information security policies or procedures.
2. Significant new information security controls are implemented.
3. Substantial changes are made to significant information security controls.
4 Significant changes occur to information security legal or business
responsibilities.
5. Significant new threats or risks against information systems or data.
L. Methods for providing security information and awareness can include, but are
not limited to:
1. Email reminders

2 Posters
3. Letters
4, Department meetings
5. Information system sign-on messages
6. Portal Intranet postings
M. The Information Systems Security is responsible for ensuring that workforce
members receive regular security information and awareness.
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Appendix K: Security Risk Management Procedure

Security Risk
Management Procedu

Appendix L: Computer Incident Response Procedures

C:\Documents and
Settings\jahewitt\Des¢

Appendix M: Log-In Monitoring Policy (Summary)

Purpose

The purpose of the Log-in Monitoring Policy is to communicate appropriate behavior in order to
not only ensure the Confidentiality, Integrity and Awvailability of information stored on or
transmitted over the computer networks or telephony systems, but also
make certain Local, State and Federal Regulations are being followed

NOTICE OF AUTHORITY

As the primary IT services contractor for
B (R CG! is authorized by to specify, communicate and monitor
THE PROGRAM WIRELESS ACCEPTABLE USE POLICY and the
INFORMATION TECHNOLOGY ACCEPTABLE USE POLICY (collectively, “Policies™),
based on policy requirements provided by Enforcement of the Policies is the
responsibility of through the assistance of CGI. All contractors are
required to provide that all staff members are educated on the Policies, and are responsible for
providing that employees and subcontractors comply with the Policies.

Policy: The Program has developed, implemented, and regularly review a formal,
documented process for monitoring log-in attempts and reporting discrepancies.

Guide Lines:
Access to all The | l] Program information systems are via a secure log-in process. The
process includes:
e No display of information system or application identifying information until the log-in
process has been successfully completed.
o The |l Program Systems display a notice that the computer must only be
accessed by authorized users.
e Systems do not provide help messages during the log-in procedure that would assist an
unauthorized user.
e Limit the number of unsuccessful log-in attempts allowed.
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The ||l Program information systems’ log-in process must include the ability to:

e Record unsuccessful log-in attempts.s

e After a specific number of failed log-in attempts, enforce a time delay before further log-
in attempts are allowed or reject any further attempts without authorization from an
appropriate The | lj Prooram employee.

e Limit the maximum time allowed for the log-in procedure.

e Display the following information on completion of a successful log-in:

e Date and time of the previous successful log-in.

Ata minimum, The || lij Program log-in monitoring training and awareness covers topics
including, but not limited to:

o How to effectively use The | ij Program’s secure log-in processes.

e How to detect log-in discrepancies.

e How to report log-in discrepancies.

Scope/Applicability: This policy is applicable to all departments that use or disclose Personally
Identifiable Information for any purposes.

This policy’s scope includes all Protected Identifiable Information.
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Appendix N: Password Policy (Summary)

. Purpose
The purpose of the Password Policy is to communicate appropriate behavior in order to

not only ensure the Confidentiality, Integrity and Availability of information stored on or
transmitted over the computer networks or telephony systems,
but also make certain Local, State and Federal Regulations are being followed

1. NOTICE OF AUTHORITY
As the primary IT services contractor for
(" CGl is authorized by to specify, communicate
and monitor THE PROGRAM WIRELESS ACCEPTABLE USE
POLICY and the INFORMATION TECHNOLOGY ACCEPTABLE USE POLICY
(collectively, “Policies”), based on policy requirements provided by
Enforcement of the Policies is the responsibility of through the assistance of
cGl. Al |l contractors are required to provide that all staff members are
educated on the Policies, and are responsible for providing that employees and
subcontractors comply with the Policies.

1. POLICY,
All passwords created and used by authorized individuals to access any network, system,
or application, and used to create, view, transmit, receive, or store Protected Identifiable
Information (PI1I) are properly safeguarded.

IV. DEPARTMENTS AFFECTED:
All departments that use or disclose PII for any purposes.

V. DEFINITIONS:
Authorized Individuals — any person who has permission to utilize any electronic
application, including those that create, store or transmit PII.
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VI. GUIDELINES:

A.

nm

Passwords must be at least four characters in length. If a system allows a
password longer than four characters, then passwords should be a minimum of
Eight characters.

Passwords should contain a combination of alphabetic, numeric and special
characters/symbols. Avoid using any words found in a dictionary. Passwords
should not be trivial, predictable or obvious.

1. Obvious passwords include names of persons, pet, relatives, cities, streets,
your LogonlD, birth date, car license plate, etc.

2. Predictable passwords include days of the week, months, or a new
password that has only one or two characters different from the previous
one.

3. Trivial passwords include common words like “secret”, “password”,
“computer”.

A password should not be the same as the User/LogonID. If you have access to a
number of systems that required the entry of a password, such as a medical
application and a Local Area Network (LAN), it is recommended not to use the
same password for both systems.

A good password is relatively easy to remember but hard for someone else to
guess. There are a variety of techniques you can use to choose secure passwords.
See the attachment for examples of some of these techniques.

All passwords are changed a minimum of every 30 days.

The Director of Information Security in conjunction with [l is
responsible for monitoring and enforcement of this policy.

This policy shall be reviewed annually to maintain currency with the Best
Practices Security Standards. In the event that significant related regulatory
changes occur, the policy will be reviewed and updated as needed.
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Appendix O: Techniques for Creating Secure Passwords

This document is an attachment to the Password Policy.

The following are examples only and should not be used by readers as personal

passwords.
1. Use a word with one or two digits embedded in it.
Examples: TAB45LE, TUES87DAY, X05MAS
2. Make up an acronym based on a nursery rhyme, a favorite song or movie, or a
sentence.
Examples: MCNT# - My Cat No Tail#
TQBF — The Quick Brown Fox
TGIF@5 Thank God It’s Friday at 5
3. Use a three character pronounceable word suffixed or prefixed with a one- or two-
digit suffix or prefix.
Examples: CAR56, WAR34, 56DIG
4. Make up nonsense words that mean something to you by combining the first
syllables of two words. However, avoid using standard abbreviations like “Jan,
Feb, Mar, etc.” as part of your password.
Examples: PERPOL — Personal Policy
5. Drop vowels or drop everything but the first 6 letters of a long word or two
words.
Examples: MESDSK1 — One messy desk
Meds@12 - Medication at 12
YRDWOK# - Yard work
6. Use special characters like #, $ and @. These too, can be inserted anywhere.
Example: UNI$VEROFAL - University of Alabama
7. Misspell a word, drop a couple of letters or add some.

Examples: ACLARAR@ - accelerate
CELER# - cellar
DEPSN@WS$- Deep Snow

Please do not use actual examples noted above as personal passwords.
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Agenda

* Review 2013 Technical Upgrades
e Client Roadmap Summary

o XXXXXXXXX 5 Year Plan

* Module Technology Plans

e Third Party Product Lifecycle

* New Third Party Products

* Forward Planning

CaGi



Technical Upgrades Review

Windows Vista support

* De-supported in 2013 releases. Windows 7 is the supported operating
system.

Oracle 119

e Supported in 2013 planned releases.

NET Framework 4.0 Client Side and 4.5 Server Side
XXXXX Releases

e Server components will be compiled as 64 bit.

Non XXXXX Releases

* Server components will be compiled as 32 bit.
